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For (3) drop the argumenf and write The elements on the first row dac(f) are
D =|T; — Ao 1 & ‘
. hoe(f) = 5 E Gr(f)Fel f— —
A-[) _ |flo|6] AAO M —o M

Td:|Td|e‘jéT‘l = Au(f)-

Ty Since theL.. norm of each block of a matrix is less than or equal
=ce : to the L norm of that matrix, by considering the first row of
Then P(f) — Hac(f), we have from (4) that
D =|ce’tTa — | Ay|e?E A0 ITa— 40 —Ar - —Auo]ll. <J
— |C _ |A40|€JV(LAO_LT(£)| that |S
’ M—1
. / . , o\ (2 NP 2 .
which says that the poirjtdo|e’(“42 =274 lies on the circle with ITaf) = Ao (P + D [A(HF < T2, VF.

centere, radius D: o k=
This is the same as saying

m D(f)* +AD(f)* <.J*, V{1

\fj Maximizing over f gives the inequality to be proved. [ ]
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that is, then(-element ofH o (f) is Abstract—An architecture of the system for time-frequency signal
M1 analysis is presented. This system is based on tlfemethod, whose special
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1 I. INTRODUCTION
0 Ta <f_ W) 0 Two of the most important and widely used distributions for

) time-frequency signal analysis are: the Spectrogram (SPEC) and the
: : . : Wigner distribution (WD), along with its pseudo and smoothed forms

0 0 T {f (M -1) } [1], [2]- The S-method, recently defined in [3], and analyzed in details
e Tyl - ,

M in [4]-[9], may produce the representation of a multicomponent signal
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Fig. 1. System for the recursive STFT realization.
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[x] denotes the operation defined by:  (a+jb)[x](c+jd)=(a,b)[x](c,d)~ac+bd.

Fig. 2. Realization of theS-method with constant windowP(:) width, 2L; + 1 = 9.

. cases of theS-method, which readily follow, are just two the most
- frequently used distributions (the SPEC and the WD). In this brief,

STFT(nk-4 X

LU= C = L c, systems for hardware realizations of thenethod, with constant and
STFI(nk-3) Xys | variable window widths, are presented. It is shown that all appealing

0 properties of theS-method may be further (significantly) improved
Sk 1 M *x2 using the variable width windows.
c
STFT(nk-1) Xy ) 3
P Il. REVIEW OF THE S-METHOD

@D . A e The discrete form definitions of the Short-time Fourier transform
STFT(@k+) R Xyt c, (STFT), whose squared magnitude is called spectrogram, and the
— ™ ) pseudo-Wigner distribution, are given by [1]-[4]

STFI(nk+2) A Xiip N/2

SFTkd) | T | % STFT(n, k)= > fntiw@)e? /M (1)
—_— ) Cl ey

i=—(N/2)+1
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R, WD (n, k) = Z fn+i)f (n—1i)

———J i=—(N/2)+1
Fig. 3. Realization of control signals for the variable width/efz). - uv(i)w(—i)e_j(z”/m Zik 2)

such that the distribution of each component is its WD [4]-[6]n the WD definition we omitted a factor of 2 in order to simplify the
[8] but avoiding serious drawbacks of the WD: 1) Cross-terms aR@tation, as well as assumed a real windev). Relation between
removed (or significantly reduced) [3]-[8]; 2) Signal over samplindl) @nd (2) may be easily derived as

with respect to the sampling theorem, is not necessary [4], [6], [8]; 1 N/2
and 3) Performances in the noisy environment are improved [9]. The WD (n, k) = — Z (i) STFT(n, k +14)
S-method may be realized in a numerically very efficient way (more = (N2

efficient than the WD realization itself) [3]. Two special (marginal) -STFT (n, k — 1) 3
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[x] denotes the operation defined by: (atjb)[x](c+jd)=(a,b)[x](c,d)=actbd.

Fig. 4. Realization of theS-method with variable windowP(:) width and2Lgpmax = 9.
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Fig. 5. Block diagram of a complete system for time-frequency signal analysis.

wherea(i) = 1, for all i except|i| = N/2, whena(£N/2) = 1. Architecture of the system, for a giveh, is given in Fig. 1.
Relation (3) was used as a basis for the derivation ofsmethod, Complete system containd of these blocks, witht = 0, 1, 2,
whose discrete form is defined by --+ N — 1. The coefficients:_1, ao, a1 are, for example, (0, 1, 0),
I (0.25, 0.5, 0.25), or (0.23, 0.54, 0.23) for the rectangular, Hanning
SM(n. k) = Z P(i)STFT(n.k + ) STFT (n.k —i).  (4) or Hamming windoww (i), respectively. _Once, we have obtained
the STFT, theS-method (5) may be realized by the system whose

architecture is presented in Fig. 2 [for a rectangular windBw)
The S-method, for a real and symmetric windd(i) = P*(—i), whose width is2L; + 1 = 9].
may also be written in the form

i=—Ly

IV. ARCHITECTURE FORSIGNAL DEPENDENT REALIZATION

Lqg
SM(n, k) = SPEQ(n, k) +2 In the previous section, we considered the system in which the
=1 width of window P(#) is not dependent of the signal. Theoretically,
+Re{P(i) STFT(n, k+i) STFT (n, k —i)}.  (5) this width should be such that the summation over all nonzero values
of the STFT is performed in (5), for each signal component. For

Through a suitable sele.ct|on of the W.mdowl) itis possible to example, if the STFT of each signal component, for a given instant
get the autoterms of multicomponent signals such that they remain’

unchanged with respect to the WD, while the entire elimination ((g'r‘ s M samples W'def then the W'.ndO\F(Z) width should be_
. . . . Lqs+ 1 > M. The optimal value, with respect to the calculation
reduction) of cross-terms is reached (more details on the window

) . - . . complexity [3], cross-terms elimination [3]-[8], and noise influence
P(f,)-may be fognd n [.3] [9], as well as in $e0t|on V). Lgt us obseerg], is the smallest possible one producing the auto term shape the
that: 1) for P(i) = 6(i) we get the SPEC; and 2) fdP(i) = 1/N

. ; . same as the WD does, i.elly = (M — 1)/2. However, if the
the WD follows [in this case:(:) should be included]. time-frequency analysis is performed for a multicomponent signal,

whose widths of the STFT's components are different and equal
Ill. A RCHITECTURE FORSIGNAL INDEPENDENT REALIZATION My, Ms, ---, M,, then the signal independent windd#(i) should
Here, we will present a system for tifemethod realization using have the widtte Ly +1 = Mo = max { My, Ms, ---, M, }. But,
signal independent windows. First, a signal has to be transformed ifi@6 the entire time-frequency plarie, k), except at the central points
the STFT. Assuming a rectangular windaw(i), this may be done of the widest component, the windoW(:) will be overlong. This
in a recursive manner [3], [4], [6], [10], [11], [16], [17] according towill have a negative influence to the time-frequency representation,
N - with respect to the previous three essential aspects (noise, cross-
STFT.(n, k) = [f <n + ‘_) - f<n - _ﬂ (-1)* terms, and calculation complexity). These are the reasons why we
2 2 will introduce the system with signal dependent windf\) width,
+ STFT,(n — 1, k)e??™ /™, (6) denoted by2L.(k) + 1. The value of Li(k) should follow the
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Fig. 6. Time-frequency representation of a multicomponent signal. (a) Spectrogram. (b) Wigner distribution. (c) Signal indepemettiod. (d) Signal
dependentS-method. Noisy signal representations are given on the right-hand side.

widths of the STFT of the signal’'s components. It should includeonocomponent signal wit)fSTFT(n, k)| > 0 only for [k — ko| <
the summation in (5) over the terms where STRETk + i) and 2 and a givem, then the windowP(i) should have the width such
STFT (n,k — 7) are different from zero. But, the variable widththat L;(k) = 0 for all k, exceptLa(ko) = 2 andLg(ko £ 1) = 1.

of P(¢) should exclude the summation where one or both of the The variable windowP(:) width will be realized using logic
previous components are equal to zero, and in addition, it shoududcuits that will turn off all linesi > i, for a given k when
stop the summation outside a component. In this way we will nany STFT(n, k + i0) or STFT (n,k — i) are equal to zero or,
pick up the noise by summation over the points that are not neededpractical applications, less than an assumed reference value
with respect to the signal presentation quality. Also, the cross ternfigdex ,, is to indicate that this level will, in general, be time
between nonoverlapping components in the time-frequency pladependent). We defined the reference value as a fraction of the
will be completely avoided. Obviously, the number of the numericahaximal value of|STFT(n, k)| for all & and a givenn, i.e.,
operations will be decreased with respect to the constant windd®y, = max |[STFT(n, k)|/Q, wherel < @ < oc. Obviously,
P(i) width, as well. For example, if we apply this method to dor @@ = 1 the SPEC will be obtained, whil® — oo will produce



604 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 44, NO. 7, JULY 1997

the WD (in the example, which follows, we usétl= 5). The logic elimination of the cross terms (for nonoverlapping components), as
circuits should provide such control signals that will allow summatiowell as further reduction of the noise, is achieved by the variable
in (5), up to theLy(k). Let us denote by:;(i =0, 1,---, N —1) (and self-adaptive) windowP(i) width in the S-method, Fig. 6(d)
the outputs from the comparator circuit, Fig. 3: Reference valur,, = max; |STFT (n, k)|/5 and Lima.x = 4 are
o 1 for |STET(n,i)| > R - used. An applicatic_)n c_)f the proposed methoql to the time-frequency
i= 90 for [STFT(n, i)| < Ry’ analysis of real seismic signals is presented in [18] and [19].

Switchers’ control signals (which will or will not allow théth

summation in (5), for a givet, Fig. 4) are defined by VI. CONCLUSION
i The systems for signal independent and signal dependent time-
¢ = H Tkt Tk fori=1,2, -+, Limax (8) frequency analysis are presented. These systems produce better time-
=1 frequency signal representation than the spectrogram and the Wigner

where we assumed (without loss of generality) that the maxim%'lsmbunon’ regarding to the most essential aspects, such as noise

possible windowP(i) width is 2L max + 1. The spectrogram value influence, cross-terms, over sampling and calculation complexity.
will be forwarded to the output, even [STFT(n, k)| < R, for all

k, soco = 1. The architecture of logic circuits that will produce the REFERENCES

control signals, is presented in Fig. 3. Its position, within the entire — o )

system, is given in Fig. 5. [1] I;.7ngegaflrggifriﬂ:;egg)ég|str|but|ons—A reviewl?roc. IEEE,vol.

In the case of a high noise, the valae= 0 (STFT(n.i)| < R»)  [2] F. Hlawatsch and G. F. Broudreaux-Bartels, “Linear and quadratic time-
may occur even if nonnoisy valySTFT(n, k)| is greater than the frequency signal representation|EEE Signal Processing Magpp.
reference value. In this case, we may just disregard this, being aware 21-67, Apr. 1992.
that the value of spectrogram is forwarded to the output anyway (d8! LJ: Stankow, “A method for time-frequency analysis|EEE Trans.

L . . . Signal Processingvol. 42, pp. 225-229, Jan. 1994.
we did in the example), or to introduce a slightly more compllcated[4] , “An analysis of some time-frequency and time-scale distribu-

logic function which will stop the summation in (5) only after two tions,” Ann. Telecommun.yol. 49, pp. 505-517, Sept./Oct. 1994.
subsequent zeros af; and z;+, are detected. In the second case,[5] —, “A multitime definition of the Wigner higher order distribution: L-
control signals:; are defined by an expression formally the same as ~ Wigner distribution,"IEEE Signal Processing Leftvol. 1, pp. 106-109,

ith i _ . . wyn July 1994.
(8) with -1, being replaced by, = pm +m11, Where “+” denotes [6] —, “A method for improved energy concentration in the time-

a |Ogica|O_R operation. Thi_s form may be used not only in the case ~ frequency signal analysis using the L-Wigner distributidEEE Trans.
of noisy signals, but also if the STFT may assume zero (or less than Signal Processingyol. 43, pp. 1262-1268, May 1995.

referenceR,,) value within a single auto term. [7] LJ. Stankov€, S. Stankow, and Z. Uskokow, Eds., “Time-frequency
The system presented here may be directly applied for the L- ilg?gnjl analysis, Epsilon-MontenegropublidResearch Monograph, Oct.
Wigner distribution [4]-{6], [15] realizations. [8] ——, “On the local frequency, group shift and cross-terms in the
multidimensional time-frequency distributions; A method for multidi-
mensional time-frequency analysi$ZEE Trans. Signal Processingol.
V. ExawpLe 43, pp. 1719-1725, July 1995.
Consider a multicomponent noisy signal: [9] LJ. Stankov, V. Ivanovi, and Z. Petrod, “Unified approach to
) the noise analysis in the Wigner distribution and Spectrograinyi.
x(t) = f(t) + n(t) Telecommun.vol. 51, pp. 585-594, Nov./Dec. 1996.
___jl400t 7680(1—0.1)2 [10] A. Papoulis,Signal Analysis. New York: McGraw-Hill, 1977.
=¢ te . 5 [11] K. J. R. Liu, “Novel parallel architectures for short-time Fourier trans-
+ 4 [IPOU=0RTT GIRTST 4 (1), (9) form,” IEEE Trans. Circuits Systvol. 40, pp. 786-789, Dec. 1993,
[12] LJ. Stankovt and S. Stanko@ “Auto-term representation by the
The variance of a Gaussian white nois€t) is ol = 15 The reduced interference distributions: A procedure for kernel desl§EE
Hanning windowuw (i)w(—i) in the WD of the widthT = 0.25, is Trans. Signal Processingol. 44, pp. 15571564, June 1996. .
. . . . N . [13] —, “On the Wigner distribution of discrete-time noisy signals with
u§ed. Approximately, the Hanning window/(i)uw(—i) is _Obt"’_uned application to the study of quantization effectEEE Trans. Signal
with ag = 0.6366,a+; = 0.2122,a4, = —0.04244 in Fig. 1. Processing vol. 42, pp. 1863-1867, July 1994.

Signal is sampled af’/N in the STFT and theS-method, while [14] W. Martin and P. Flandrin, “Wigner—Ville spectrum analysis of non-
at T/(2N) in the WD, with N = 128. The SPEC of signal (9) stationary processeslEEE Trans. Acoust., Speech, Signal Processing,

; ; ; . Ctriba vol. ASSP-33, pp. 1461-1470, Dec. 1985.
is shown in Fig. 6(a). One may observe that. 1) All distributio LJ. Stankowt and S. Stankogj “An analysis of instantaneous frequency

. : 15
components are spread in the time-frequency plane, except the T)né representation using time-frequency distributions; Generalized Wigner
representing pure sinusoid; 2) The cross terms do not exist; 3) The distribution,”|EEE Trans. Signal Processingol. 43, pp. 549-552, Feb.
noise is especially exhibited just in the region where the spectrogram 1995. ] )
is different from zero. In the WD, Fig. 6(b), all components arél6l M. G. Amin, “A new approach to recursive Fourier transforrfoc.

. IEEE, vol. 75, p. 1537, Nov. 1987.
hlghly Concentrate_d’ b_UI the cross terms are present, a_s well as M. Unser, “Recursion in short time signal analysi§ignal Process,,
noise over the entire time-frequency plane. Thenethod, Fig. 6(c), vol. 5, pp. 229-240, May 1983.
produces the same signal representation as the WD does, but the cji®jsLJ. Stankovt and S. Stankogj “S-method with variable convolution
terms are significantly reduced (they appear only in a tiny region Window,” in IEEE Int. Symp. TFTSAParis, France, June 1996, pp.

; ; .. 185-188.
when two components are very close) and the noise influence D. Petranovic, S. Stankdyi and LJ. Stankot “Special purpose

decreased. Its significant presence may be spotted only in the region aqware for time-frequency analysisElectron. Lett, vol. 33, pp.
around the signal’'s components, defined2dy; + 1 = 9. Complete 464-466, Mar. 1997.



