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Abstract—A two-dimensional (2-D) signal with a variable spatial
frequency is proposed as a watermark in the spatial domain. This
watermark is characterized by a linear frequency change. It can
be efficiently detected by using 2-D space/spatial-frequency distri-
butions. The projections of the 2-D Wigner distribution—the 2-D
Radon–Wigner distribution, are used in order to emphasize the
watermark detection process. The watermark robustness with re-
spect to some very important image processing attacks, such as for
example, the translation, rotation, cropping, JPEG compression,
and filtering, is demonstrated and tested by using Stirmark 3.1.

I. INTRODUCTION

D IGITAL watermarking is the area with a very intensive de-
velopment in the last few years [1]–[7]. It can provide an

imagecopyrightprotection, i.e., identificationof itsownerandau-
thorized distributor [1]. The fundamental description of common
watermarkingtechniquesisgivenintheCox’spaper[4].Themost
commonlyusedwaysforwatermarkingareembedding in thespa-
tial domain, or in the transformation (frequency) domain. In both
group of methods it is desirable to ensure that a watermark satis-
fies the following important properties:

1) perceptual invisibility;
2) robustness to the various image processing algorithms,

such as common geometric distortions (rotation, transla-
tion, cropping), resampling, filtering and compression;

3) ability of watermark detection by copyright owner without
the use of the original image.

The frequently used watermarking techniques in the spatial do-
main are based on the concept of mixing systems [8]–[10]. Wa-
termarking in the spatial-frequency (transformation) domain is
commonlyperformedbyembeddingaspread-spectrumsequence
in the Fourier or DCT domain coefficients [5], [7], [11], [12].

In this paper we propose a watermarking in the joint
space/spatial-frequency domain. Two-dimensional (2-D) chirp
signals are used as watermarks. This type of signals is resistant
to all stationary filtering methods. It also exhibits geomet-
rical symmetry. The Wigner distribution produces an ideal
space/spatial-frequency representation for this type of signals
[13]–[16]. In order to emphasize the watermark with respect
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to the Wigner distribution of the original image, we shall not
use the Wigner distribution itself, but its projections (the 2-D
Radon–Wigner distribution). In this way the watermark pro-
jection maximum will dominate over the values of the Wigner
distribution projections of the original image. The chirp signal,
after applying linear (affine) geometrical transformations [11],
[21]–[23], changes only its position in space/spatial-frequency
domain. This is the reason for using two chirp pulses as a water-
mark, with their relative position being the key for watermark
detection. The proposed algorithm falls into the semi-private
watermarking schemes, where the embedded watermark is
necessary for watermark detection [27].

Here, we present two watermarking techniques. The first one
consists in embedding two chirp pulses in an image and de-
tecting the watermark by using the Radon–Wigner distribution.
The secret information (the key) is hidden in the relative po-
sition of chirp pulses. The second technique is proposed as an
extension of the previous one. Multiple chirp pulses with pseu-
dorandom amplitudes are embedded. Detection is performed by
using the standard correlation technique [5]. The key consists of
amplitudes and positions of the chirp signals. These two tech-
niques could be combined by using the first one as a template,
and the second one as a watermark [21]–[23].

The proposed watermarking technique is tested against nu-
merous attacks. Stirmark 3.1 program is used for attacks gen-
eration [24]–[26]. Details on fair benchmark of image water-
marking systems can be found in [27]. The theory is illustrated
on examples, where the watermark detection is performed in the
cases of simultaneous rotation, translation and cropping, JPEG
compression, and various filtered image forms.

The paper is organized as follows. After an introduction into
the 2-D Wigner distribution, Section II, the watermarking detec-
tion by using the Radon–Wigner distribution is analyzed in Sec-
tion III. Multiple linear frequency modulated signals are used as
a watermark in Section IV. Numerous examples, illustrating the
presented approach, are given in Section V.

II. THEORETICAL BACKGROUND

The Wigner distribution of the image , is defined as

(1)
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Its pseudo form is used in practical realizations

(2)

where is a 2-D window function. The 2-D chirp signal,
used here as a base for watermarking, has the form

(3)

where is the watermark amplitude or strength. Note that the
Wigner distribution of this signal is highly concentrated

cross-terms (4)

where the Fourier transform of the window,
, is close to a delta function for a

sufficiently wide window. Since the cross-terms in the Wigner
distribution will be eliminated by use of projections, they will
be neglected in the sequel.

After a general linear geometrical transformation, signal (3)
can be written in the form

(5)

This transformation corresponds to a mapping of centered el-
lipse into the rotated one, whose center is displaced from the
origin. From the point of view of the Wigner distribution con-
centration on the local frequency, we may say that it is invariant
with respect to this transformation. Only the position of the local
frequency, i.e., of the distribution concentration, will be changed

cross-terms (6)

This means that the described geometrical transformation does
not influence the maximal value of the Wigner distribution,
which we intend to use for the watermark detection. Thus,
the Wigner distribution of the watermark remains close to
the delta pulse [13], [14], [28]. The problem of a changed
position of the local frequency (distribution concentration)
can be overcome by using two chirp pulses (Section III-C),
whose relative position is invariant. Although we have a very
specific and recognizable function over the entire space under
the consideration, its energy could be much smaller than the
energy of the Wigner distribution of an image, since the value
of should be drastically smaller than the average image
values. For this reason the watermark detection, using only the
Wigner distribution, is not reliable enough.

III. W ATERMARK DETECTION BY USING THERADON-WIGNER

DISTRIBUTION

Obviously, it is necessary to additionally concentrate the en-
ergy of the watermark signal . To this end we note that
the Wigner distribution maxima in (6) are distributed over the
linear hyperplanes in the four-dimensional (4-D) space/spatial-
frequency domain,

, while the Wigner distribution of the image is spread
in the 4-D space. Therefore, we shall use the 2-D projections of
the Wigner distribution of the watermarked image, rather than
the Wigner distribution itself. Analyzing the projections of the
Wigner distribution of the watermarked image, one can con-
clude that a complete concentration of the watermark Wigner
distribution (sum of the watermark Wigner distribution maxima)
will be achieved in the one projection plane, while the image
Wigner distribution will still be spread. Thus, in the projection
plane of the watermark, its entire energy will be concentrated
in one point. This value, even for a weak watermark, could sur-
pass the image energy from this projection, as well as the water-
mark energies from the other projection planes. In this way, it
will be possible to detect a weak watermark (having an ampli-
tude which is much smaller than the average amplitude of the
original image), by using the projections of the Wigner distri-
bution. Note that the position of hyperplanes where watermark
is detected depends on the parameters characterizing the geo-
metrical modification of the image. That is the reason for using
two chirps as a watermark. For the simplicity of presentation we
shall continue to consider just one chirp, having in mind that the
final results can be directly applied to the case with two or more
chirps.

By using the analogy with the one-dimensional (1-D) case
[17]–[20], the projection of the 2-D Wigner distribution, i.e.,
the 2-D Radon–Wigner distribution can be written in the form

(7)

where defines a corresponding hyper-
plane. The projection maxima

(8)

that will be used for the watermark detection, are functions of
the transformation parameters only.

A. Detection Algorithm

Consider an image with watermark

(9)

The Radon–Wigner distribution of can be obtained by
multiplying the image by

(10)
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where parameters and define the projection plane. By
computing the 2-D Fourier transform of

the Radon–Wigner distribution is obtained as

(11)

In this way, by using different values of parameters and
we get the Radon–Wigner distribution for different projections.
By finding the maxima of the Radon–Wigner distribution of the
watermarked image

(12)

and by comparing it with an assumed reference threshold, we
make a decision about the watermark presence. Thus, the exis-
tence of a dominant maximum in the projection amounts to the
watermark existence in the particular image. The direct search
for three parameters and can be time consuming. One
may deal with this problem by using some of the existing algo-
rithms [29], [30]. The time, necessary for watermark detection
for an image size of 512 512, on a PC 300 MHz, is between 55
s and 1 min. That is the price that has to be paid for the blind wa-
termark detection. In cases of known watermark positions with a
multiple chirps having random amplitudes this time consuming
search problem does not exist (see Section IV).

Note that the range for possible values of parametersand
is determined by the maximal possible local frequency of a

chirp (3). It is related to the image size , and sampling
intervals , as . If
we use the discrete pseudo Wigner distribution1 then, in order
to avoid aliasing [28], the maximal possible value of these pa-
rameters should be divided by a factor of 2. However, in the
Radon–Wigner distribution the oversampling with respect to the
sampling theorem rate is not necessary [19], [20].

B. Performance Analysis

Now, we can pose the question:What is the minimal wa-
termark level amplitude that can be detected in an image?A
general answer is very difficult. However, we shall perform a
simplified analysis for a rough performance estimation. Let us
assume that theimage is a white noisesignal having
pixels, and that the space window is . The image energy

is then uniformly spread over the space/spatial-frequency

1The discrete Wigner distribution is defined as

WD(n ; n ; k ; k )

= I(n +m ;n +m )

� I (n �m ;n �m )e

Fig. 1. Illustration of the performance analysis for determination of a detection
level of a watermark in the white noisy image. The value of the Radon–Wigner
distributionP (! ; ! ; 
 ) as a function of! for the fixed values of! and

 , on the line where the watermark is detected.

Fig. 2. Original image “Baboon.”

domain with energy density proportional to . The ampli-
tude of the Wigner distribution of the watermark is proportional
to . By summing the maxima in the projection plane the
maximal expected value of watermark Radon–Wigner distribu-
tion is of the order of . The values of the Radon-Wigner
distribution of an image is of the order . The image en-
ergy can approximately be represented via the image standard
deviation as where . Thus, the ratio of
the maxima of the watermark Radon–Wigner distribution and
Radon–Wigner distribution of the original image which is rele-
vant for the watermark detection is given by

(13)

It is obvious that the watermark detection performance de-
pends on the ratio . Even very small values of
produce a high ratio . Note that one should have an appropriate
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Fig. 3. (a) Watermarked image and (b) maxima of the watermarked image projections and determination of the watermark signal parameters.

margin in a more realistic cases when the image is not white
noise. This relation still promises very good detection-visibility
ratio. Examples with a real image will be given in Section V.
Here, we shall demonstrate the ratio given by (13) on the white
noise image, having variance , and watermark
with amplitude . The expected watermark value of

is obtained for . That is exactly what we
obtained in Fig. 1, where the projection is shown along the line
where the watermark maximum is detected.

Taking into consideration that the image energy depends on
the particular attack, the detected maximum varies with the
image energy. Thus, the threshold is obtained according to

(14)

where
dominant maximum value;

energy of the target image;

may be taken as .

C. Watermark Robustness

Since we use as a watermark the 2-D signal with a varying
frequency over the entire space, it is resistant to the stationary
filtering, i.e., the filtering whose parameters do not change over
an image. Also, as previously concluded, the maxima of the
Wigner distribution and the maxima of its projections will not
be changed after the image translation and rotation. Any reason-
able cropping will also not degrade the detection of watermark
as long as remains high. The watermark is resistant to the re-
sampling, as well. However, in this case the position of maxima
in projections will be changed. This problem can be overcome
by using two or more signals as a watermark. In that case the re-
sampling will change the position of the maxima, but their rela-
tive positions will not be changed. The relative position of chirp
pulses can be used as a secret key of this watermark. It means
that, based on the relative ratio of the positions of maxima, we

Fig. 4. Radon–Wigner distribution projection along the line where the
projection global maximum is detected.

can obtain the information about our watermark after resam-
pling. Also, by using two signals as watermark, we can generate
a large number of different watermarks with different relative
positions for detection. In this case the watermarked image has
the following form:

(15)

where

(16)

Here, we should know that there are two chirps as the water-
mark and detection procedure consists of finding two maxima
in the projection planes. This approach will be illustrated in Ex-
amples 1 and 2.



654 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 10, NO. 4, APRIL 2001

Fig. 5. (a) Watermarked image filtered by a 7� 7 median filter and (b) detection of the watermark parameters in the median filtered image.

Fig. 6. (a) Watermarked image attacked by a translation, rotation and, cropping and (b) detection of the watermark parameters in the translated, rotated, and
cropped image.

IV. M ULTIPLE SIGNALS WITH SMALL AMPLITUDES AS A

WATERMARK

The previous concept of watermarking can be extended to the
case of watermark signal in the form

(17)

Here, in contrast to the previous cases, we shall assume that am-
plitudes are small and randomly chosen and that the number

of chirp signals may be large. Thus, we can generate a very
large number of different watermarks. However, the watermark
detection will not be possible here without a priori knowledge of
the watermark positions, i.e., without knowledge of their projec-
tion planes determined by and their positions within
the specified projection planes defined by . It is possible
to overcome this problem by combining this concept (randomly

Fig. 7. Detection single watermark embedded in image(a = 102�; b =
152�) after filtering by a local notch filter.

chosen amplitudes) and the previously described one (determin-
istic amplitudes in chirp pulses). The detector response can be
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Fig. 8. (a) Image watermarked by a sum ofK = 121 small chirp pulses with randomly generated amplitudes and (b) corresponding detector response.

obtained by using correlation technique

(18)

where denotes possibly attacked image. This water-
marking concept may be considered asa generalized Fourier
domain watermarking approach. Fourier domain approach is a
special case of (17) with [11], [21], [31].
The watermarking based on (17) is robust to the attacks either
in the Fourier domain or in the spatial domain, since the wa-
termark signal components are well concentrated only in given
projection planes which are different for each watermark com-
ponent. For robustness on geometrical attacks, it is necessary to
embed one or two watermark signals with deterministic (higher)
amplitude that can be detected by using (11) and (12). The de-
tected changes of parameters of this watermark can be used as
a template matching for the detection of (17), [11], [21]–[23].
This will be illustrated on the watermarked images with various
attacks (Examples 3 and 4).

V. EXAMPLES

Example 1: The image of “Baboon” will be used in this ex-
ample. The original image with 480 500 pixels is shown in
Fig. 2. Fig. 3(a) represents original image corrupted by water-
mark (16), where

. The peak signal to noise ratio isPSNR [dB],
while the signal to noise ratio isSNR [dB]. We found
that in this caseSNRis a more appropriate measure for visual
image degradation. The watermark amplitude is , i.e.,
approximately 1% of the maximal image amplitude. Note that
variation of the amplitude could be considered as well. In the
highly textured regions, the amplitude can be higher than in
the flatten regions. The watermark level can be determined by
using masking systems [5]. Watermark detection is presented

Fig. 9. Statistical check on 1000 realizations of watermarked and
nonwatermarked images. Histogram is given on the right hand-side.

Fig. 10. Statistical check on 1000 realizations of watermarked and
nonwatermarked lowpass filtered images.

in Fig. 3(b) where the maxima in various projections are given.
Equation (11) is used. It is obvious from Fig. 3(b) that we can
easily determine the parameters of the water-
mark signal. The projection of the Wigner distribution along the
line where the maximum is detected
is shown in Fig. 4. About 1% of the low frequency components
with extremely high amplitude have been eliminated before the
calculation of the projections.

The watermarked image filtered with a 77 median filter is
shown in Fig. 5(a), while the watermark detection is presented in
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Fig. 11. (a) Highpass filtered image watermarked by a sum ofK = 121 small chirp pulses with randomly generated amplitude and (b) corresponding detector
response.

Fig. 12. (a) Watermarked image corrupted with white Gaussian noise and (b) corresponding detector response.

Fig.5(b).Also, thewatermarked image
hasbeenattackedbyageometricaldis-

tortionconsistingof the translation( of theoriginal imagesize
along the direction), cropping (1/4 of image has been cropped,
along the direction) and rotation by 45(Fig. 6(a)). It is obvious
fromFig.6(b) that thedetectionofwatermark iseasilydone.Note
that thiswatermarkingtechniquepreservesrobustnesstoall linear
(affine) geometrical transformations.

Example 2: Here, we shall illustrate that the notch filtering
cannot significantly degrade the watermark detection procedure.
The watermarked image is filtered by using a notch filter with
known local notch frequency positions equal to the watermark
chirp local frequencies which can be obtained through the wa-
termark detection procedure. Detection of the watermark, after
notch filtering, is shown in Fig. 7. The reason that the notch
filtering has not significantly degraded the watermark detection
lies in the fact that the watermark signal is not well concentrated
in the Fourier domain. The watermark is well concentrated only
within its projection plane. The watermark cannot be deleted by
using simple subtraction. Namely, the constant phase terms
and , from (16) cannot be found by using the Radon–Wigner

distribution, since the image has significant influence on these
terms. The problem of chirps deletion would be increased if one
used the watermark with varying amplitude.

Note that the previous watermark can be detected by knowing
only the watermarking concept without any prior knowledge on
the watermark parameters. This blind detection possibility can
be avoided by generalizing this concept to the cases with large
number of watermark signal components with very small am-
plitudes and corresponding template matching [11], [21]–[23].

Example 3: An example with component water-
marking is illustrated in Fig. 8(a). The watermark amplitudes
are taken as Gaussian white noise with variance . Wa-
termark components are assumed to be positioned on different
projection planes. Having in mind that the image content in dif-
ferent projection planes is dispersed, it is not necessary to do
watermark adaptation with respect to the image. The detection
is illustrated in Fig. 8(b). The response of the detector over 500
randomly created watermarks is given. Only the truly embedded
watermark at the index 100 is detected.

The statistical check of this watermarking technique by using
1000 different watermarks and the image from previous exam-
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TABLE I
NUMBER OF DETECTED WATERMARKS OF 26 DIFFERENT EMBEDDED

WATERMARKS FORJPEG COMPRESSION ANDROW/COLUMN REMOVAL

ples is demonstrated in Fig. 9. Fig. 10 gives the statistical results
for the lowpass filtered image. We can see that there is a sig-
nificant gap in the histograms of the watermarked and nonwa-
termarked images. Accordingly, the decision of the watermark
existence is reliable.

The watermarked image filtered by a highpass filter with
cutoff frequency equal to of the maximal frequency is
shown in Fig. 11(a). The corresponding detector response is
given in Fig. 11(b). Note that the standard embedding water-
mark techniques in the frequency domain would not produce
satisfactory results for this type of filtering. The watermarked
image corrupted with the white Gaussian noise with variance

is shown in Fig. 12(a). Detection of a watermark is
shown in Fig. 12(b).

Example 4: Watermarking techniques are usually tested
against various robustness criteria. A procedure for fair bench-
marking of watermark techniques is presented in [27]. The
proposed watermark technique is tested by using Stirmark 3.1
system attacks [24]–[26]. Twenty-six different watermarks
are embedded in the standard test images “Baboon,” “Lena,”
and “Fishingboat” (SNR [dB] in all examples). The
watermark is always detected in the cases of median and
convolution filtering, general linear geometrical attacks without
JPEG compression, as well as with JPEG compression of 90%
quality, including the cases of row and column removal (1
1, 1 5, 5 1, 5 17, and 17 5 removal are considered).
Table I shows detector response in the case of JPEG compres-
sion. The quality levels of 90%, 80%, 70%, 60%, 50%, 40%,
30%, 25%, 20%, 15%, and 10% are considered. The watermark
is not detected in the case of random geometrical transform
(Stirmark attack). We currently consider possibilities of using
the time-frequency distributions for generating a watermark
that would be resistant to this kind of attacks. Finally, note
that the proposed watermark can be detected from a single line
(row or column) at the image, since it contains a 1-D linear
frequency modulated signal.

VI. CONCLUSION

The watermark in space/spatial-frequency domain has
been presented. The detection of this watermark is performed
by using projections of the 2-D Wigner distribution. The
robustness of this watermarking scheme to the filtering and
geometrical attacks (translation, cropping, rotation) has been
demonstrated. The watermarking scheme is tested by using
Stirmark 3.1 system. The combination of this watermarking

approach with space-varying filtering would offer new possi-
bilities in this area and could be an interesting topic in future
research.
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