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An architecture for the VLSI design of
systems for time-frequency analysis and
time-varying filtering

Srdjan Stankovié, LJubisa Stankovié, Veselin N. Ivanovié¢, Radovan Stojanovié

Abstract— A flexible system for time-
frequency signal analysis is presented. It is
based on the S-method, which has a significant
advantage in implementation since it can in-
volve, as a key intermediate step, the Short-
time Fourier transform or the Hartley trans-
form, each widely studied and commonly used
in practice. Signal invariant and signal depen-
dent system forms are presented. Hardware
design, for a fixed-point arithmetic, is well-
structured and suitable for VLSI implementa-
tion. The same hardware, without additional
time requirements, may be shared for the si-
multaneous realization of the fourth order L-
Wigner distribution, as well as for the realiza-
tion of the cross-terms free fourth order poly-
nomial Wigner-Ville distribution. This possi-
bility makes the designed hardware suitable for
wide range of the applications. The proposed
hardware is applied to the realization of time-
varying filtering, as well. Finally, it has been
implemented with FPGAs chips (Field Pro-
gramable Gate Array) in order to verify the
results on real devices.

I. INTRODUCTION

The increasing demands for high-speed real-
time applications of signal processing algo-
rithms, including time-frequency analysis, re-
quire an efficient hardware implementation of
developed algorithms. The short-time Fourier
transform (STFT) is the simplest tool for time-
frequency analysis, and has been convention-
ally used for that purpose. However, its se-
rious drawback is low concentration in time-
frequency plane, which may be inconvenient
in many applications. Various quadratic time-
frequency distributions (TFDs), the most im-
portant of which is the Wigner distribution
(WD), have been used to improve the reso-
lution [11], [15]. The WD gives better con-
centration than the STFT, but it generates
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cross-terms in the case of multicomponent sig-
nals, what limits its applicability. Based on
the unified definition of two most important
and commonly used tools in time-frequency
signal analysis, the STFT and the WD, the S-
method (SM) for time-frequency signal analy-
sis is proposed, [29], and used in [8], [14], [27].
It reduces or completely eliminates cross-terms
without degrading high resolution of the WD.
The fact that this method uses, as an inter-
mediate step, the STFT for which the hard-
ware implementations already exist, makes it
very attractive for implementation. For real-
valued signals implementation, the Hartley
transform (HT) can be more appropriate tool
than STFT. The SM form based on the HT is
derived, and it has been used for the hardware
design.

In order to improve concentration of sig-
nals whose instantaneous frequency is highly
nonlinear, higher order TFDs have been de-
fined, [7], [26], [30]. Some of them, like the L-
Wigner distribution (L-WD) and the polyno-
mial Wigner-Ville distribution (PWVD), can
be realized based on the SM.

All time-frequency representations, beyond
the STF'T, are numerically quite complex and
require significant calculation time. This fact
makes them unsuitable for real-time analysis,
and severely restricts their application. Hard-
ware implementations, when they are possible,
can overcome this problem and enable appli-
cation of time-frequency methods in numerous
additional problems in practice.

In this paper, we develop an architecture
suitable for the VLSI implementation of the
SM and higher order TFDs. The discrete form
of the SM reads [29], [32]:

SM(n,k) =Y P(i)
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XSTFT(n,k+i)STFT*(n,k—i), (1)

where STFT of the analyzed signal f(n) is de-
fined as:

N/2

S fn+iyw(@)e I wE

i=—N/2+1
(2)

Width of the frequency domain window P(7) is
Wp = 2Lg+ 1. For the marginal cases of win-
dow width: @) Ly = N/2, the pseudo WD is
obtained, b) Ly = 0, the spectrogram follows.
Note that by an appropriate selection of the
window P(%) width, the same concentration as
in the WD case can be achieved, avoiding the
presence of cross-terms. Influence of the win-
dow P(i) width to the TFD concentration is
analyzed in [29], [32], [35]. The algorithms for
a signal-independent and a signal-dependent
realization of the SM are given in [35].

STFT(n, k) =

A complete hardware for the SM based algo-
rithm, including the STFT and the HT, for the
efficient ASIC implementation, is presented.
As it will be shown, hardware design for real-
ization of the higher order TFDs enables one
to preserve the same processing time as in the
SM case.

The paper is organized as follows. The hard-
ware design for the SM realization (in the cases
of its signal independent and signal dependent
forms) based on the STFT is presented in Sec-
tion II. In the Section II we partly represent
a review of the results from [25], [35] with
some new architectures. After that, hardware
design for the corresponding SM realization
based on the HT is proposed. In Section IV
hardware for the higher order TFDs realiza-
tion is designed. Real-time implementation of
the time-varying filtering is proposed in Sec-
tion V. The error analysis is performed in Sec-
tion VI. The proposed approaches are verified
in Section VII by designing the FPGA chips,
based on parallel and serial computation archi-
tectures. For both cases the implementation
results are given.
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II. HARDWARE FOR THE S-METHOD
IMPLEMENTATION BASED ON THE STFT

A. Signal Independent Window, [25]

In this section, we present a system for the
SM implementation assuming fixed window
P(i) width Wp = 2L4 + 1. A scheme of the
proposed architecture, based on (1) and (2), is
shown in Fig. la). It consists of two blocks.
The first block is used for the STFT imple-
mentation, and the second block is used to
modify the STFT in order to obtain the im-
proved TEFD concentration, based on the SM.
The STFT can be implemented by using the
available FFT chips or the approaches based
on the recursive algorithms (both of them are
widely known in the literature and practice).
The design presented here is based on the re-
cursive algorithm, [3], [19], [24], [29], which is,
due to the reduced hardware complexity, more
suitable for VLSI implementation [19]. As-
suming a rectangular window w(¢), the STFT
can be written as:

STFT(n,k)

= [f(n+ N/2) = f(n— N/2)](-=1)*
+STFT(n —1,k)e??™ /N, (3)

A complete system consists of N channels
described by (3), with ¥ = 0,1,2,.... N — 1.
For the cases of Hanning or Hamming win-
dow w(i), the STFT is obtained by modifying
STFT(n, k) in (3) as follows:

STFTy(n, k) =a_1STFT(n,k —1)

+agSTFT(n, k) + a1 STFT(n,k+1) (4)

where the coefficients a_1, ag, a; are: (0.25,
0.5,0.25) and (0.23,0.54, 0.23) for the Hanning
and the Hamming window, respectively, [19],
[29]. Each channel described by equation (3),
involves complex multiplication and can be
separated in two sub-channels involving only
real computations. In order to describe these
channels, we modify equation (3), using

STFT(n, k) = STFTre(n, k)+jSTFTim(n, k),

(
where STFTge(n, k) and STFTi,(n,k) are
the real and imaginary part in STFT(n,k),
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Fig. 1.
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channel with Ly
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respectively. The equations describing these
two sub-channels are then:

STFTre(n, k) = F(n)(—1)*+
c(k)STFTre(n—1,k) —s(k)STFTim(n—1,k),
STFTim(n, k) =
c(k)STFTim(n—1,k) + s(k)STFTgre(n—1,k)

5)

(
where:  ¢(k) = cos(2nk/N); s(k) =
sin(2rk/N) and F(n) = f(n+ N/2) — f(n —
N/2). Now (1) can be written as:

SM(n,k) = |STFT(n, k)?

Lqg

+2) " STFThe(n, k + i) STFTre(n, k — i)
=1
Lqg

+2 " STFTim(n, k + §)STFTim(n, k — ).

i=1
(6)

This equation is used to modify the outputs
of the STFT block in order to obtain the SM
based TFD.

The hardware necessary for one channel im-
plementation and for Ly = 2 is presented in
Fig. 1b). It has been designed for a 16 bit
fixed-point arithmetic. The total number of
multipliers is 2(Ly + 3) and the total num-
ber of adders is 2(Lg + 2). The multiplication
operation results in two sign-bit and, assum-
ing Q15 format (15 fractional bit), the prod-
uct must be shifted left by one bit to obtain
correct results. This shifter is included as a
part of multiplier. The throughput of the sys-
tem is N. The longest path is one that con-
nects the register storing STFT(n—1,k+Ly),
through 2 multipliers and Ly + 3 adders, with
the output SM(n,k). This path determines
the fastest sampling rate. It can be observed
that the SM implementation introduces only
an additional delay of L, adders, as compared
to the spectrogram implementation. Thus, the
fastest sampling rate (with parallel architec-
ture) is essentially the same for both imple-
mentations (spectrogram and SM). This de-
sign can be implemented as an ASIC chip to
meet the speed and performance demands of
very fast real-time applications. Note that the
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architecture presented in Fig. 1 is of parallel
form, since this form directly follows from the
equations. Its modification into a serial form
is given in Section VII.

B. Signal Dependent Window

Fixed width of the window P(¢) has its dis-
advantages. Namely, in the analysis of multi-
component signals, having different widths of
the STFT’s components, selection of the fixed
window width may be inappropriate for some
of the components. Too short window would
results in lower concentration, while too long
window might have the negative effects regard-
ing the cross-terms, [29], and noise influence,
[32]. This motivates the introduction of a sig-
nal dependent window width, which will be,
in discrete domain, denoted by Wp(n,k) =
2L4(n,k) + 1, [35]. It should, for each n and
k, follow the widths of the STFT of the sig-
nal components. The window width should
include the summation in (1) over the terms
where STFT (n,k+1i) and STFT*(n, k—1) are
different from zero. But, the variable width of
P 1) (7) should exclude the summation where
one or both of the previous components are
equal to zero, and, in addition, it should stop
the summation outside a component. The
variable window P, 1) (i) width will be imple-
mented by using logic circuits that will turn
off all lines ¢ > iy for a given k£ when any
STFT(n,k+ig) or STFT*(n,k—ip) are equal
to zero, or its absolute value is less than or
equal to an assumed reference value R (i.e.,
if |[STFT(n,k)] < R) [35]. In practice the
reference value is selected based on a simple
analysis of the signal and the implementation
system.

If the implementation system is based on
a fixed-point arithmetic, the signal should be
properly scaled in order to optimally utilize
available registers, [16], [23]. In the STFT
case, the signal should be scaled to keep the
output of the system within the range [—1, 1].
This allows one to apriori establish the refer-
ence value as a fraction of the maximum al-
lowable value of the STFT. In the process of
selecting the reference, one should not be con-
cerned about an exact value, since the results
are not too sensitive with regard to the ref-
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Fig. 2. Hardware modification for the signal dependent S-method realization.

erence value. For example, variation of the
reference value between 10% and 25% of the
STFT’s maximum would hardly be noticed
in the resulting time-frequency presentation.
Thus, the reference value is a fraction of the
maximal value of |STFT(n,k)| for all k, i.e.
R =1/Q,where 1 < @ < co. Generally, if we
do not have apriori knowledge about the sig-
nal range, the reference value is defined as a
fraction of the STFT’s maximum, at a given
instant ¢, R = maxy |[STFT(n, k)| /Q.

In order to accommodate for signal depen-
dent window width, BLOCK 2 of the hardware
in Fig. 1b) should be modified as shown in Fig.
2 (modification is emphasized with dashed
lines). The quantities z4; (¢ =0,1,..., Ly) de-
note the outputs of the comparator with the
inputs |STFT(n, k +)|” and R? and have the
value z; = 1if |STFT(n,k + )| > R and zero
otherwise. The circuits needed to generate
x+; are shown in Fig. 2. The control signals
¢; that determine whether or not the 7 — th
term goes into summation in (6), are defined
by

K3
Ci = H Th+mTh—m = Ci—1Tk+iTh—i,
m=1
where we may assume (without loss of gen-
erality) that the maximal possible window
P(i) width is 2Lgmax + 1 (variable window
width approach with the predefined maximal
window width). The spectrogram value
will be forwarded to the output, even
if |[STFT(n,k)| < R for all k, so ¢y = 1.

In case of high noise, the value z; = 0
(|ISTFT(n,7)] < R ) may occur even if the
non-noisy value |STFT(n,k)| is greater than
the reference value. We may just disregard
this, being aware that the value of spectro-
gram is forwarded to the output anyway, or
we may introduce a slightly more complicated
logic function which will stop the summation
in (6) only after two subsequent zeros in z; and
x;+1 are detected. In the latter case, control
signals ¢; are defined in the same way, with
Ty NOow being replaced by X, = Tm + Tm+1
(” +7 denotes a logical OR operation). The
last modification may be used not only for
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noisy signals, but also in the case when the
STFT may assume zero (or less than reference
R) values within a single auto term.

The signal dependent architecture can pro-
vide better time-frequency concentration of
the signal, while with respect to the computa-
tion it is not simpler, and even requires more
logic elements that the signal independent one.

III. HARDWARE FOR THE S-METHOD
IMPLEMENTATION BASED ON THE HT

When a signal is real, then one may use the
HT instead of the STFT. The HT gives the
real coefficients of the real analyzed signal, as
opposed to the STFT. A discrete form of the
short-time HT is given by, [10], [17], [20], [21]:

HT(n,k)

Nz 2m 2m
= Z fn+Dw(i)(cos =ik + sin —ik).
, N N
i=—N/2+1
(7)
Note that the relation between ST FT(n, k)
and HT (n, k) is:

HT(n,k) = Hp(n, k) + Hp(n, k)

= STFTxe(n k) + STFTim(n, k),  (8)
where:
Hy(n,k) = [HT(n, k) + HT(n, —k)]/2,
H,(n,k) = [HT(n,k) — HT(n,—k)]/2. (9)

Now, a recursive relation (similar to (5)) for
the HT and rectangular window w(i) can be
derived:

HT(n, k) = F(n)(-1)*

+c(k)HT (n—1,k)+s(k)HT(n—1,—k), (10)
where HT'(n,—k) = HT(n, N — k). For any
other than the rectangular window, the HT
should be modified in exactly the same man-
ner as the STFT, adding coefficients ag, a+1,

. Based on (6) and (8)-(9), the SM can be
written in terms of the HT,

SM(n, k)

= %[HTQ(n, k) + HT?(n, —k)]+

TIME-FREQUENCY SIGNAL ANALYSIS
Lqg
+> " P@)[HT(n,k +i)HT (n, k — i)
=1

+HT(n,—k+)HT (n,—k —1)]. (11)

We can split SM(n,k) into two parts,
SM(n,k) = [SMy(n,k) + SM_(n,k)]/2,
where:

SM, (n, k) = HT?*(n, k)

+2 Z P)HT(n,k +9)HT(n, k — i), (12)

SM_(n,k) = HT?*(n, —k)

Lqg
+2) " P(i)HT(n, —k+i)HT (n, =k —i). (13)

Knowing that HT'(n, —k) = HT'(n, N—k), fol-
lows SM_(n, k) = SMy(n, N —k), and conse-
quently,

SM(n, k) = %[SM+(n, k) + SM, (n, N — k).
(14)

A. Signal Independent Window

In the case of signal independent window
P(i) width, the hardware for one channel im-
plementation and Ly = 2 is presented in Fig.
3. It has been designed for a 16 bit fixed-
point arithmetic. A system for SM,(n,k)
realization is the similar to the one designed
for STFTre(n,k) realization, and presented
in Fig. 1b), with STFTR(n,k) being re-
placed by HT(n,k). Keeping in mind (14),
the second part of the SM, SM_(n,k) may
be obtained from the (N — k)-th channel. It
is important to note that the HT realization
(BLOCK 1 in Fig. 3) is simpler than the
STFT realization (BLOCK 1 in Fig. 1). The
SM(n, k) value is an average of SM (n, k) and
SMy(n,N — k), (14). Conclude that the SM
implementation based on the HT needs only a
half of the hardware used in the realization of
BLOCK 2 in Fig. 1b), since the HT is always
real, and SM_(n,k) = SMy(n, N — k).
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Fig. 4. Hardware modification for the signal dependent S-method realization using the Hartley transform.

B. Signal Dependent Window

For signal dependent realization we have
to produce signals which will control the
summation in SM;(n,k) and SM_(n,k) =
SM, (n, N —k). These signals should stop the
summation (i.e., switch off lines in the hard-
ware implementations) outside the auto-therm
width, defined by the spectrogram. In order to
obtain these values, note that the spectrogram
is calculated based on HT, as:

1
SPEC(n, k) = §[HT2(n, k)+HT?(n, N —k)].
(15)
It is equal to zero when both HT(n, k) and
HT(n,N — k) are zeros at the same time.
It means that the end of an auto-term is

reached, and the summation should stop, if
both HT'(n, k) and HT (n, N — k) are zeros (or

practically, below a reference value R). Con-
trol signals for expressions (12) or (13) sepa-
rately, may be obtained from the system pre-
sented in Fig. 2, where the inputs are the HTs,
HT(n,k) or HT'(n,N — k). But, having in
mind the previous analysis, control signals for
both transforms, HT'(n,k) and HT(n, N — k)
should be the same and equal to a logic sum
of the control signals obtained from HT'(n, k)
and HT(n, N — k), Fig. 4.

Note that in this case the reference value is
defined with respect to the spectrogram value,
as:

B=3

X m]?x{\/[HTz(n, k) + HT2(n, N — k)]/2}.
(16)
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B:  LWD(n-1k) SM(nk) LWD(nk)

Fig. 5. Block scheme for the L-Wigner distribution realization, along with control signals.

IV. HARDWARE IMPLEMENTATION OF THE
HIGHER ORDER DISTRIBUTIONS

A. L-Wigner Distribution (L-WD)

Some characteristics of the TFDs can be im-
proved by using higher order TFDs. For prac-
tical applications, especially interesting are
those higher order TFDs which can be pre-
sented in the two-dimensional time-frequency
plane, [7], [26], [30]. One of them, which may
be very easily and efficiently realized using the
proposed hardware is the L-WD, [30]. In the
case of the nonlinear frequency modulated sig-
nals it can produce significantly higher concen-
tration than the WD. Realization of the L-WD
can be done in an order recursive manner:

LW Dy (n,k)

Lg
= Y LWDy)s(n,k+i)LWDya(n, k — i),
i=—Lyg

(17)
where LW Dr(n, k) is the L-th order L-WD
and LWD;(n,k) = SM(n,k). This is the
same form as (1). Therefore, it may be re-
alized using the same hardware as in the SM
realization. In order to share the existing hard-
ware (presented in Fig. 1 and Fig. 3) for

the realization of a system with L = 2, we
have to introduce the multiplexers at the input
of BLOCK 2. The multiplexer’s control sig-
nal determines whether the system processes
STFT(n,k) or SM(n,k). In the latter case
only half of BLOCK 2 from Fig. 1 is used,
since the SM is always real. During the first
part of the sampling period (Ts7rr) BLOCK
1 realizes STFT(n, k), while BLOCK 2 calcu-
lates LW Dy(n — 1,k). In the second part of
the sampling period (Tsps) control signal re-
sets to zero, and SM(n, k) is produced. Thus,
for the L-WD realization we did not use any
extra time, i.e. with the same hardware, within
the same time period, system produces two out-
puts: the SM and the L-WD with L = 2. Since
for LW Dg(n — 1, k) calculation only a half of
BLOCK 2 (from Fig. 1) hardware is used, the
other half may be used in order to simultane-
ously compute LW D(n — 2,k) for L = 4. The
complete block diagram of the modified hard-
ware, together with timing signals for multi-
plexer’s control is presented in Fig. 5. Exam-
ples, illustrating the concentration improve-
ment when the L-WD is used, are presented
in [30].
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b)

Fig. 6. Realization of the Polynomial Wigner-Ville distribution, @) Block scheme, b) Architecture for the PWVD

block realization.

B. Polynomial Wigner-Ville
Distribution (PWVD)

It is interesting to note that once we have
obtained SM (n, k) and LW D(n, k), for L = 2,
we may easily get cross-terms free (reduced)
fourth order PWVD, [7], [26], using the fol-
lowing relation, [33]:

PWVD(n,k)

_ Zz__ LW Dy(n, k +14)SM(n, k + [i/A]),

where A = 0.85/1.35 is a constant and [i/A]
denotes the integer closest to i/A. Architec-
ture for the realization of PWVD is presented
in Fig. 6. Control signal is the same as in
Fig. 5. In order to get a close approximation
of SM(n,k+1i/A) (which is not available since
i/A is not an integer) using SM (n, k + [i/A]),
usually some interpolation of the SM will be

needed, [7], [33]. More details are presented in
[33].

V. APPLICATION TO THE TIME-VARYING
FILTERING

Analysis and processing of highly nonsta-
tionary signals can be improved by using joint
time-frequency domain tools. They are based
on the TFDs. Time-varying filtering is one
of the challenging areas where one can bene-
fit from the TFDs. Time-varying filtering of
a nonstationary continuous-time noisy signal

z(t) = f(t) + e(t), based on the WD, is de-
fined as [9], [22], [28], [31]:
(Hw)(t):% / Lit(t,0) STET, (£, ) do,

(18)
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a (n)—=STFT(n,k) STFT(n,k)—=SM(n,k f@)
x(n)— n, k) — : > >
" o comp . SUMM
—> .
S-method realization R
e
Time-varying filter
Fig. 7. Block scheme for hardware realization of time-varying filter.
where solution for Ly (¢,w) may be given, [1§]
Ly(t,w) = E{W Dy, (t,w)}/E{W D, (t,w) 1, (t,w)e D
(WPt } Lu(tw) =1 o, Et,w% ¢p. 20
is the filters’ region of support, [22], [28], [31],
[34]. Note that subscripts are introduced in Discrete form of (18) is given by, [31]:
order to denote the TFDs of signal z(t) at the
filter’s input, or the TFDs of the filtered signal N/2
f(t), or their cross-TFDs. (Hz)(n) = Z Ly(n,k)STFT,(n, k).
Starting from the properties of the SM, and k=—N/2+1

its simple hardware realization, it can be eas-
ily concluded that the usage of SM(t,w) in
Ly (t,w) definition, in the case of multicom-
ponent signal f(t), is an appropriate approxi-
mation of E{W D(t,w)}, when only one noisy
signal realization is known. Thus,

. Sfo(t, w)

Lult.w) =gy = o)

(19)

Besides, the SM implementation includes, as
a key intermediate step, the STFT realization,
which is included in the time-varying filtering
definition (18), as well. Thus, the STFT real-
ization may be used in both: the filter’s region
of support determination (by realization of the
SM) and the filter implementation.

Consider a wide class of frequency modu-
lated (highly concentrated in time-frequency
plane) signals f(t) corrupted with a white
noise £(t), widely spread in the time-frequency
plane. Knowing that the WD of this signal lies
inside a tiny region D in the time-frequency
plane, while the small part of noise lies inside
this area (this part can be neglected with re-
spect to the part of noise outside D), a simple

(21)

In the hardware realization of the k-th chan-
nel, Ly (n, k) can be determined by comparing
the SM value with the spectral floor R, [34].
In that way we produce the control signals cg,

as:
cp = L,
k — 07

that determine which component of ST FT'(n, k)
will be forwarded to the output. With a con-
trol signal ¢, = 1, all components of the
STFT(n,k), k = 0,1,...N — 1, are summed
mutually. Block scheme of the time-varying
filter hardware realization is presented in Fig.
7. The additions may be performed by adding
the adjacent components in the first step, then
the adjacent sums in the next step, and so on.
That scheme corresponds to the butterflies in
the FFT algorithms. Consequently, each com-
ponent STFT(n,k), k=0,1,...N — 1, with a
control signal ¢, = 1, passes through log, N
adders to the output of the system.

In the hardware realization, Fig. 8, only
the real part of STFT, STFTre(n,k) =

for SMy.(n, k) > R

for SMy.(n, k) < R, (22)
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Re{STFT,(n,k)},is used. Namely, for a sym-
metric function (in frequency) of the support
region, Ly (n,—k) = Ly (n, k), we have:

N/2

>

k=—N/2+1

(Hx)(n) - LH(nvk)STFTRe(nvk)a

(23)
since the imaginary parts ST FTiy,(n, k) van-
ish. Note that the symmetric function of
Ly (n,k) is obtained when the TFD (which
is included in definition (19)) of real analyzed
signal is the Hermitian function. It can be eas-
ily proved that the SM of a real signal satisfies
this property, SM(n,—k) = SM*(n, k). Here,
we will not present numerical illustration. For
the examples we refer the readers to the papers
where the theoretical approach for the meth-
ods used in this paper is given, [25], [30], [31],
[33], [35]. Examples of time-varying filter ap-
plication in hands-free telephone systems are
presented in [34].

VI. ERROR ANALYSIS

The use of finite word length registers in the
implementation introduces two types of errors:
signal quantization error and multiplication er-
ror. It is assumed that the signal is properly
scaled to avoid an overflow. Quantization er-
ror can be modeled by an input additive noise.
In this case we have f(n)+ e(n) at the input
instead of f(n). Mathematically, this reduces
to the well-known situation of noisy signals,
[32] with TFD’s variance:

o2 — NZU‘El
C2Lg+1
No? La .
+m > SPECs(nk+1i), (24)
d i=Lg

where 02 = 272/12 is the quantization noise
variance, [23]. Note that for spectrograms of
order 1 and No? < 1 this expression is of
order No2/(2Lq + 1) = N272°/(12(2Lg +
1)?). For example for N = 64, b = 16, and
Ly = 2, 02 is of order 2734, The multiplica-
tion error g(n) due to quantization of product
STFT(n — 1,k)e??™ /N in (3), has the vari-

ance o2 = 2720/4, [23]. This error accumu-
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lates with each iteration. Note that the pro-
posed two-block solution has built in flexibil-
ity, which allows us to use any available hard-
ware for the STFT realization. Namely, the
BLOCK 1 from Fig. 1 can be implemented
with the FFT based algorithms, instead of the
recursive ones. In that case the accumulation
error would be avoided and kept within the
order of (24), [16]. More details on influence
of finite register length effects to the obtained
results are presented in [16].

VII. HARDWARE REALIZATION AND
IMPLEMENTATION RESULTS

There are many ways to implement the SM
architecture. One of them is by using the DSP
processors, running a special program. How-
ever, this solution is not so useful for real time
processing, particularly at very high speeds.
Another way is by using a specially designed
ASIC or PD (Programmable Device). A great
degree of parallelism at high speeds can be
achieved with these architectures. To allow an
economical and easy prototype development
we chose FPGA (PD) instead of ASIC solu-
tion. Except the low cost, the main advantage
of these devices is their ”In-circuit reconfig-
urability” (ICR) that permits configuration on
the board for the specific functionality. Addi-
tionally, the designer does not need to manage
inventories of different ASIC designs.

Design of the circuit has been carried out
through the serial and parallel forms realized
in different FPGA chips from Altera, [13].
Both of them are implemented based on the
architectures given in Fig. 1 (BLOCK 1). The
AHDL (Altera Hardware Design Language) is
used to model circuit components such as mul-
tiplexers, adders, multipliers and shift regis-
ters.

The serial architecture is realized accord-
ing to the algorithm presented in Fig. 9. Its
schematic diagram, including the components
used, is given in Fig. 10. As can be seen,
it has latency of 3 clock cycles per calcula-
tion (6 for real and imaginary part totally).
The 16-bit STFT samples are fed to the in-
puts (pins) D[0][15..0] to D[4][15..0] simulta-
neously. During one clock cycle, two of them,
via multiplexers MUX 1 and MUX 2, ad-
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SHII(STFTRe(n,k-2)*STFTRe (n,k+2))

SHIN(STFTRe(n,k-2)*STFTRe(n,k+2))
+

SHIN(STFTRe(n,k-1)*STFTRe(n,k+1))

+

SHII(STFTRe(n,k-2)*STFTRe (n,k+2))
+
SHII(STFTRe(n,k-1)*STFTRe (n,k+1))

+
STFTRe(n,k)*STFTRe(1,k))

]

Fig. 9. Computation algorithm for serial architecture.

dressed by ADD1[2..0] and ADD2[2..0], are
forwarded to the multiplier MU LT, producing
a 32-bit product on its outputs. After shifting,
produced by the shift register SHIFT REG
(DIS[4..0] =1 - left shift for 1, DIS[4..0] =0
- no change) this product is passed to the
adder’s (ADDER) input "dataal ]”. Since
the datab| ] Z[32..0], its output will be
Z[n][32..0] = Z[n — 1][32..0] + data[n][32..0].

The serial architecture is realized in the de-
vice EPF10K30RC208-3, fabricated in CMOS
SRAM technology, having 208 pins in RQFP
package (141 available), 30.000 gates and 1.728
logic elements. It supports the speeds up to
100M H z, consuming less than 0.5mA on 5V.
In the final implementation it requires 122 pins
(86% of the available number), 87 inputs and
35 outputs, 1638 (94%) logic elements as well
as 34 flip-flops. Additionally, total fan-in is
86% and synthesized cells ratio 36%.

In contrast to serial architecture, the par-
allel one has no latency. Its configuration is
identical to the BLOCK 1’s scheme, as shown
in Fig. 11. It excludes the multiplexers, but
increases the numbers of multipliers (totally
3), adders (2) and shift registers (3). For its
practical realization a larger chip is required.

The parallel architecture is realized in larger
device EPF10K100G503 from the same family.
It has 503 pins in PGA package (400 avail-
able), 100.000 gates and 4.992 logic elements,
supporting the speeds up to 100M Hz on 5V.
In the final implementation 113 pins (28% of
available number), 80 inputs, 33 outputs, 4338
logic elements (86%) and 0 flip-flops are re-
quired. Total fan-in is 75% and synthesized
cells ratio 36%. In this case the number of the
logic elements requires is increased about three
times.

VIII. CONCLUSION

The systems for signal independent and sig-
nal dependent time-frequency analysis are pre-
sented. These systems use the STFT and the
HT as an intermediate step, and produce bet-
ter time-frequency signal representation than
the spectrogram, regarding the most essential
aspects, such as noise influence, cross-terms,
oversampling and calculation complexity. Pro-
posed hardware is very flexible and may simul-
taneously produce the SM, the L-WD and the
PWVD. The same hardware can be used for
time-varying filtering realization, as well. It is
important to emphasize that additional time
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Fig. 10. A detailed scheme used for the chip realization in the serial configuration.
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requirements are not necessary when the de-
signed hardware is used for the higher order
TFDs implementation. Real-time realization
of the FPGA chips for the SM implementa-
tion, in the serial and parallel configuration,
are given.
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