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Abstract– The local polynomial Fourier
transform (LPFT) based algorithm for auto-
focusing SAR images has recently been pro-
posed by the authors. It produces a well fo-
cused image of moving targets, without defo-
cusing stationary targets or inducing undesired
cross-terms. The drawback of this algorithm is
its high computational burden caused by the
large number of elements in the set of used
chirp-rates. We propose an algorithm with de-
creased number of elements used for the LPFT-
based SAR imaging. The product high-order
ambiguity function (PHAF) is applied to esti-
mate parameters of a radar signal. The esti-
mated chirp-rate is used as an initial value for
forming the set of chirp-rates. The proposed
algorithm has significantly smaller set of chirp-
rate values (tens comparing to several hundreds
or thousands used in the previous algorithm
version). In this manner, the calculation com-
plexity is significantly reduced. The proposed
procedure is fully automated, meaning that it
follows the change of motion parameters. In ad-
dition, our procedure considers the third-order
phase compensation.

I. I������	�
��

The synthetic aperture radar (SAR) is a sys-
tem for obtaining high resolution radar image
based on the relative angle change of the radar
with respect to a target during the emission of
radar signal. High resolution is achieved by
coherent processing of reflected signals. The
viewing angle change is produced by a radar
carried on a platform moving at uniform speed
and constant altitude [1]. In the case when
SAR targets are stationary, the radar signal is
composed of a sum of complex sinusoids. The
resulting SAR images, obtained by using the
2D Fourier transform (2D FT), as a common
technique for SAR imaging, are well focused
[1]-[4]. However, for moving targets, the cor-
responding signals are linear frequency modu-
lated (FM) [1]. Moreover, recent surveys [5],
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[6] have shown that higher-order phase FM
signals are the appropriate models of radar
returns from non-uniformly moving targets.
Therefore, the 2D FT is not an adequate tool
for SAR imaging of moving targets, since they
can be spread in the 2D Fourier domain [5]-
[8]. More sophisticated techniques should be
therefore used.

In the open literature, several groups of
techniques are used for focusing SAR images.
One group is based on the motion compensa-
tion. The motion compensation can be per-
formed by estimating parameters of received
signal, which are related to the motion pa-
rameters of targets [1]. A widely used mo-
tion compensation technique is the nonpara-
metric phase gradient autofocusing (PGA) al-
gorithm [9]-[11]. The aim of the PGA is to re-
move higher-order coefficients induced in the
phase of the SAR signal as a result of long
observation time or unknown exact radar ve-
locity. The PGA is based on averaging the es-
timated phase gradient along the range bins,
assuming that the phase error (higher-order
coefficients) is equal in each range bin [11].
Therefore, it cannot be used for moving tar-
get detection and imaging [12]. A significant
work on autofocusing of SAR image in the case
when defocusing is induced by unknown true
velocity of sensor is done by A. Moreira [13],
[14]. As an alternative, a procedure for apply-
ing the product high-order ambiguity function
(PHAF) for focusing SAR images is proposed
in [12]. This procedure can be utilized for de-
tection and imaging of moving targets in some
specific cases. More precisely, it is based on the
assumption that in case of multi-peak PHAF,
there is one or more moving targets in the ob-
served range cell. The phase coefficients of the
corresponding signal are then estimated from
the PHAF, which is a very accurate, compu-
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tationally simple technique for parameter es-
timation of multicomponent polynomial phase
signals (PPS) [15]. Estimated values are used
for the signal dechirping [12]. This dechirp-
ing results in defocusing of the initially focused
stationary background (targets). Moreover, it
causes additional phase modulation of targets,
that are in the same range bin, but with dif-
ferent motion parameters. In order to over-
come these drawbacks, an algorithm for sepa-
rating signal components corresponding to tar-
gets with different motion parameters should
be applied.

As an alternative, the utilization of the
time-frequency (TF) analysis for SAR imag-
ing in case of moving targets has been in-
tensively studied [1], [16], [17]. Some of the
most common TF representations, such as
the Wigner distribution (WD), produce highly
concentrated signal terms, but with the draw-
back of appearance of undesired interference
terms (cross-terms) [18], [19]. Recently, the
adaptive S-method (SM) for SAR imaging has
been proposed [20]. It is computationally sim-
ple and produces highly concentrated SAR im-
ages, without defocusing the targets already
focused in the initial 2D FT based image or in-
ducing undesired interference terms. However,
the adaptive SM may not separate targets that
are very close [21]. Recently, the linear local
polynomial Fourier transform (LPFT) based
technique is proposed in [22], which can fo-
cus very close targets. In addition, the LPFT-
based technique is more robust to additive
noise than the adaptive SM [21]. The draw-
back of the LPFT-based technique is high
computational complexity needed for selection
of chirp-rate that produces the best concentra-
tion.

In the algorithm proposed here, an adaptive
set of chirp-rates is formed for each unfocused
target. When one or more unfocused targets
are detected in a range, the PHAF is evalu-
ated and its maximum’s position is used for
the chirp-rate estimation. In each algorithm
iteration, the chirp-rate of one target (or cou-
ple of targets with the same or similar motion
parameters) is estimated (coarse search). Fur-
ther improvement of the obtained estimate is
performed by using a fine search in the region

around the obtained chirp-rate from the coarse
search. The fine search is performed in an in-
terval of two frequency bins from each side of
the frequency that the coarse estimate corre-
sponds to. Number of chirp-rates correspond-
ing to the considered interval is rather small
(usually not larger than several tens) which
yields a significant decrease in computational
complexity with respect to the technique pro-
posed in [22] (which requires hundreds or thou-
sands). More importantly, the algorithm is
fully automated by the proposed modification
since the coarse search follows the position of
the PHAF maximum which corresponds to the
chirp-rate related to any motion parameters
of interest. The same resolution with a pre-
defined set can be obtained only if it covers
wide range of chirp-rates, which additionally
increases the calculation complexity. In ad-
dition, a procedure for the third-order phase
compensation is applied in the proposed algo-
rithm without significant increase of the cal-
culation burden.

The paper is organized as follows. In section
2, the SAR signal model and the 2D FT are re-
viewed. The LPFT-based algorithm for SAR
imaging, with the PHAF-based parameter es-
timation, is proposed in Section 3. Simulation
results are given in Section 4, while the con-
clusions are drawn in Section 5.

II. S
��
� �����

The point scatterer model is assumed here
for modeling radar signal [1]. The received
radar signal, after some preprocessing, can be
written as the sum of FM signals [1], that is:

q(m,n) =
∑

i

σie
jφi(m,n), (1)

where σi is the reflection coefficient of the cor-
responding scatterer, m corresponds to the
number of transmitted chirp ("slow-time")
and n corresponds to the sample index within
the chirp ("fast-time"). Form of the phase
functions φi(m,n) depends on the type of the
corresponding radar scatterer.

The radar image can be obtained by using
the 2D FT as:

Q(m′, n′) =
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∑

m

∑

n

q(m,n)w(m,n)e−j
2π
M
mm′

−j 2π
N
nn′ , (2)

where N is the number of samples within one
pulse, M is the number of pulses in one revisit
and w(m,n) is the window function.

In case of stationary target in the SAR sys-
tems, φi(m,n) can be approximated by the
first-order polynomial over m and n [1]. The
corresponding 2D FT is:

Qi(m
′, n′) = σiW (m

′ −
M

2π
a
(1)
i , n′ −

N

2π
b
(1)
i ),

(3)
where W is the 2D FT of the window func-
tion, while parameters (a

(1)
i , b

(1)
i ) correspond

to the position of the ith scatterer. Since the
used window is usually highly concentrated in
the FT domain, we can assume that stationary
targets are highly concentrated around their
positions in the range/cross-range domain.

Target moving with uniform velocity pro-
duces φi(m,n) that is the second-order polyno-
mial alongm, while it is the first-order polyno-
mial along n [1]. In addition, returns from non-
uniformly moving targets in the SAR systems
can be accurately represented with the higher-
order polynomial phase FM signals along m
[5], [6]. Thus, for these kinds of targets, the
phase function can be written as [20]:

φi(m,n) = a
(1)
i m+ b

(1)
i n+ ψi(m,n), (4)

where ψi(m,n) represents the higher-order
terms in the signal phase. The 2D FT can
be then represented in the following form:

Qi(m
′, n′) = σiW (m

′ −
M

2π
a
(1)
i , n′ −

N

2π
b
(1)
i )

∗m′ ∗n′ FT{e
jψi(m,n)}, (5)

where ∗m′∗n′ represents the 2D convolution,
while the term FT{exp(jψi(m,n))} causes
spreading.

Recall that the essential part of the PGA
[9]-[11] is averaging the estimated phase gra-
dient along the range bins. Thus, it cannot
be used for moving target focusing. Moving
target focusing can be achieved, for some spe-
cific scenarios, by the technique proposed in
[12], but the existence of one dominant scat-
terer is needed. More precisely, the SAR im-
age, obtained by this technique, will be focused

only when one target exists in range bin, or
when all targets in one range bin have similar
motion parameters. Otherwise, the proposed
technique will fail to achieve high concentra-
tion of each target simultaneously in one range
bin. Therefore, an algorithm that extracts
the signals from a mixture, and separately fo-
cuses targets with different motion parame-
ters, should be used. One such an algorithm
is proposed in [22], but it is computationally
demanding. A procedure for decreasing the
number of calculations in this algorithm and
its automation is proposed in the next section.
The third-order LPFT is used here to focus the
radar image of non-uniformly moving targets.

III. A� 
����
��� ��� �
�
������

���
�
�
�� 
�� 
�����	��
�� ��

SAR 
�
���

A. Local Polynomial Fourier Transform and

Product High-Order Ambiguity Function

The spreading in the SAR systems com-
monly occurs only in the cross-range domain
[1] and we perform autofocusing operations
only in this domain. Consider then a discrete
signal x(m) representing the radar signal for a
fixed range n′:

x(m) =

Q0(m,n′) =
∑

n

q(m,n)w(m,n)e−j
2π
N
nn′ .

(6)

Suppose that there is a moving target in the
corresponding range cell. The resulting radar
signal can be modelled as a PPS [1], [20]:

x(m) = Aej
∑

P
p=0

αpm
p

= Aej(α0+α1m+···+αPm
P ), (7)

where αp are phase coefficients, P is the order
of the phase polynomial, and amplitude A is
assumed to be constant.

The LPFT for focusing SAR images in the
cross-range domain, used in [22], can be writ-
ten as:

Qα(m
′) =

∑

m

x(m)e−j
2π
M
mm′

e−jαm
2

.
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The problem is how to determine the chirp-
rate parameter α to obtain the best possi-
ble auto-focused radar image. Unfortunately,
this cannot be performed in a simple man-
ner. In the LPFT-based algorithm proposed
in [22], a predefined set of chirp-rates is used,
while the maximum likelihood (ML) proce-
dure is employed to select the chirp-rate that
produces the best radar image concentration.
The complexity of this algorithm is propor-
tional to the number of predefined chirp-rates
[21]. On the other hand, the radar image can
contain numerous targets, moving with vari-
ous motion parameters, implying that various
chirp-rate values are required for focusing all of
them. Consequently, the predefined set should
be large enough (thousands of components).
The computational burden is additionally in-
creased when the search for the third-order
phase parameters is performed.

The PHAF is obtained as a modification of
the polynomial phase transform (PPT), [23],
and multi-lag high-order ambiguity function
(ml-HAF) [24]. In order to overcome the PPT
estimation ambiguity when multicomponent
PPSs with the same highest-order phase coeffi-
cients are considered, the PHAF is introduced
in [15]. Multicomponent PPSs with the same
highest-order phase coefficients appear in the
SAR systems, when two or more targets have
the same motion parameters.

The multi-lag high-order instantaneous mo-
ments (ml-HIMs) of the signal x(m) (7), are
defined as [15]:

x1(m) = x(m)

x2(m; τ 1) = x1(m+ τ 1)x
∗

1(m− τ 1)

x3(m; τ 2) = x2(m+ τ 2; τ 1)x
∗

2(m− τ 2; τ 1)

· · ·

xP (m;τP−1) = xP−1(m+ τP−1; τP−2)

×x∗P−1(m− τP−1; τP−2) (8)

where τ i = [τ1, τ2, · · · , τ i], i = 1, ..., P−1, are
the sets of used time lags.

The ml-HAF is defined as the FT of the ml-
HIM:

XP (f ;τP−1) =
M∑

m=0

xP (m; τP−1)e
−j2πfm.

(9)

When the analyzed signal is a monocompo-
nent P th order PPS (7), the P th order ml-
HIM is a complex sinusoid with the frequency
f = 2P−1P !ΠP−1k=1 τkαP , [15]. Coefficient αP
can be therefore estimated by searching for
the position of maximum in the ml-HAF. If we
dechirp the analyzed signal by using the esti-
mated value, the resulting signal would be the
(P−1)th order PPS. This procedure can be re-
peated in order to estimate lower-order phase
coefficients. In case of K moving targets, the
corresponding radar signal is composed of K
components that are generally the P th or-
der PPSs. The P th-order ml-HIM is then
composed of K complex sinusoids represent-
ing auto-terms. In this case, there is a number
of cross-terms in the ml-HIM, which are, in
general, the P th-order PPSs [15]. Specially,
when the highest-order phase coefficients of
some signal components are equal, the cor-
responding cross-terms are complex sinusoids
[15], implying that some of the peaks in the
ml-HAF correspond to the cross-terms. Con-
sequently, the phase coefficients estimated by
using maxima in the ml-HAF are ambiguous.
The peak corresponding to a cross-term can be
detected as a maximum leading to the inaccu-
rate estimation of the PPS’s coefficients.

The influence of cross-terms can be consider-
ably attenuated by using the PHAF [15]. The
PHAF is based on the fact that, unlike the
cross-terms, the auto-terms are at frequencies
proportional to the product of time lags used
for the calculation of the ml-HAF. Therefore,
in the PHAF, L sets of time lags are used:

T
L
P−1 = [τ

(1)
P−1, τ

(2)
P−1, · · · , τ

(L)
P−1], (10)

where τ
(l)
P−1 = [τ

(l)
1 , τ

(l)
2 , · · · , τ

(l)
P−1] and l =

1, ..., L. The PHAF is defined as [15]:

XL
P (f,T

L
P−1) =

L∏

l=1

XP (β
(l)f, τ

(l)
P−1

), (11)

with the scaling coefficient equal to:

β(l) =

∏P−1
k=1 τ

(l)
k∏P−1

k=1 τ
(1)
k

. (12)

In the PHAF, (11), the auto-terms are en-
hanced, since they are at the same positions in
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the scaled frequency for each ml-HAF, whereas
the cross-terms are attenuated, since they are
not aligned in the ml-HAFs obtained after
scaling over frequency.

B. The PHAF in SAR imaging

We propose here a modification of the
LPFT-based algorithm presented in [22].
When one or more unfocused targets are de-
tected in a range bin, phase parameters of
the corresponding signals are estimated by us-
ing the second and third-order PHAF. In each
algorithm iteration, the phase parameters of
one target (or couple of targets with the same
or similar motion parameters) are estimated.
The error of the third-order coefficient esti-
mation propagates to the estimation of the
second-order coefficient [15]. In order to over-
come this problem, the fine search is performed
around the coarse estimate obtained by using
the PHAF. The third-order LPFT is used in
the fine search. The search is performed in the
interval of two frequency bins from each side
of the frequency that the coarse estimate cor-
responds to. In our simulations, a set of 41
values is shown to be enough to provide high
concentration of targets with various motion
parameters. Thus, by using the PHAF in the
coarse search, the computational complexity
of the LPFT-based algorithm is significantly
decreased. Moreover, the effect of nonlinear
frequency modulation of the signal is compen-
sated. When the signal is linear FM, the es-
timated value of the third-order phase coeffi-
cient equals zero and it does not influence the
concentration of the SAR image.

The proposed algorithm, with the PHAF-
based parameters estimation, is composed of
the following steps:

Step 1. Calculate the FT along ”slow-time” of
signal (6):

R(m′) =
∑

m

x(m)e−j2πmm
′/M .

Initialize the number of iterations and phase
coefficients to zero, i.e. q = 0, α̂q2 = 0, α̂

q
3 = 0.

Set xq(m) = x(m).
Step 2. If xq(m) has significant energy, i.e.,∑
m |xq(m)|

2 ≥ ε′, set Xq(m′) = R(m′) if

frequency m′ represents well focused compo-
nent and Xq(m

′) = 0 otherwise. Update the
non-focused components as R(m′)← R(m′)−
Xq(m′). In order to perform the proposed pro-
cedure for a small number of ranges, we use
the threshold ε′ within [0.2, 2]% of entire sig-
nal energy for noiseless case. A component
is recognized as possibly highly concentrated
when the considered pixel |Xq(m

′)| satisfies
|Xq(m

′)| ≥ ε′′max
m′

|R(m′)|, where ε′′ ∈ [0, 1].

In this manner, all components that exceed
ε′′max

m′

|R(m′)| are assumed as candidates for

highly concentrated components. In setting
the value of parameter ε′′ we have to con-
sider two effects. The signal that corresponds
to a nonfocused target is an FM one. It is
spread along multiple frequency bins and its
intensity is small. In addition, in practical
cases, targets may have different (small) re-
flection coefficients. Therefore, in our exam-
ples, we use ε′′ = 0.1 which represents a trade-
off between these two effects. This relatively
small threshold could generate fake compo-
nents. They are removed by the condition that
Xq(m

′) is a local maximum, i.e., it should be
significantly larger than the neighbor samples
|Xq(m′)| ≥ κr|Xq(m′ ± r)|, κr ≥ 1. Here,
two neighbor frequency bins from each side are
considered with κ1 = 2 and κ2 = 4.
Step 3. Remove the modulation obtained by
dechirping performed in the q−th iteration,
and calculate the signal corresponding to the
updated nonfocused targets:

xq(m) = IFT{R(m′)ejα̂
q

2
m2

ejα̂
q

3
m3

}.

Step 4. Set q = q+1, calculate the third-order
discrete PHAF XL

3 (m
′,TL2 ) of xq(m) and es-

timate the third-order phase coefficient as:

α̂q3=argmax
m′

|XL
3 (m

′,TL2 )|/(2
23!

2∏

k=1

τ
(1)
k ).

(13)
Dechirp xq(m) by using estimated value α̂q3 as:

x′q(m) = xq(m)e
−j2πα̂q

3
m3

, (14)

and calculate the second-order discrete PHAF
XL
2 (m

′,TL1 ) of x′q(m). Estimate the initial
value of the second-order phase coefficient
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from XL
2 (m

′,TL1 ):

αq2 = argmax
m′

|XL
2 (m

′,TL1 )|/(4τ
(1)
1 ) (15)

and form a set of the second-order phase coef-
ficients, composed of a couple of tens of values
around the estimated one:

Λ = [αq2−2/(M4τ
(1)
1 ), α

q
2+2/(M4τ

(1)
1 )], (16)

where M is the number of frequency samples.
Step 5. Calculate:

Rαq
2
(m′) =

∑

m

xq(m)e
−j2πmm′/M−jαq

2
m2

−jα̂q
3
m3

for each value of αq2 from the considered set Λ.
Step 6. Estimate the final second-order phase
coefficient as:

(α̂q2, m̂
′) = arg max

(αq
2
,m′)

|Rαq
2
(m′)|,

R(m′) = Rα̂q
2
(m′). (17)

Go to Step 2.
The presented procedure is carried out for

one range bin and it should be repeated for
each range. In the case of a signal corrupted
by additive white Gaussian noise, the thresh-
old ε′ is set to kNσ̂2, where N is the number
of samples within one chirp, σ̂2 is the variance
estimation obtained as in [22], while k = 1.8 is
used in our simulations as in [21]. In the con-
sidered radar applications this threshold selec-
tion procedure produces accurate results. De-
pending on the signal type and noise environ-
ment, modified threshold selection can be re-
quired.

The concentration of a moving target, af-
ter focusing, depends on the accuracy of the
estimated values âq2 and âq3. If the estimated
values are equal to αq2 and αq3, respectively, the
effect of the modulation will be completely re-
moved. The resulting signal will be a complex
sinusoid and the corresponding target will be
highly concentrated in the SAR image. On
the other hand, even in the noiseless case,
the third-order phase coefficient estimated by
using the PHAF can be biased [15]. This
would additionally decrease the accuracy of

the second-order phase coefficient estimation.
The PHAF error propagation causes a shift of
the maximum of the second-order PHAF (from
which we obtain the initial estimation (15))
calculated for the dechirped signal. We as-
sume that the maximum can be shifted at the
most for two frequency bins from its true posi-
tion. The fine search interval is then selected
as two frequency bins around the frequency
related to the coarse estimation obtained with
the PHAF. This interval is divided into a set
of equidistantly spaced chirp-rates providing
higher resolution than the coarse search and
therefore the improved accuracy. This leads
to a higher concentration of target in the fi-
nal SAR image (obtained as the LPFT cal-
culated for the best possible match from Λ).
In our simulations, we take 41 possible val-
ues within this interval. The obtained res-
olution is hence dα2 = 4/40/(4Mτ11), where
1/M is the normalized frequency bin. By the
proposed techniques, the second-order phase
coefficients can be refined within the range
[−0.5/(4τ11), 0.5/(4τ

1
1)). The LPFT algorithm

[22] with the same resolution as the proposed
one would require search over 10M elements.

C. Computational complexity of the proposed

algorithm

Let us now compare the complexity of the
modified LPFT-based algorithm to the LPFT-
based algorithm [22] and the adaptive SM [20].
The computational complexity of the adaptive
SM and the LPFT-based algorithm is com-
pared in [21]. The complexity of the adap-
tive SM is O(3NM log2MN) [21], whereas the
computational complexity of the LPFT-based
algorithm is O(LoNM log2NM), where Lo is
the number of elements (chirp-rates) in Λ [21].
This number of elements can be large (sev-
eral hundreds or thousands), especially when
targets have various motion parameters, what
makes the LPFT-based algorithm computa-
tionally more demanding than the adaptive
SM-based algorithm [21].

In the proposed algorithm we calculated the
third and the second-order PHAF, and the
third-order LPFT, as opposed to the second
order LPFT calculated in [22]. Therefore, for
performing a fair comparison, we firstly ana-
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lyze the number of operations needed for the
initial chirp-rate estimation from the PHAF
and calculation of the second-order LPFT for
each value from the set of chirp-rates formed
using this estimation. The complexity of the
second-order ml-HIM is of order NM (8). For
the calculation of each ml-HAF, additional
NM2 operations are needed. More precisely,
due to the frequency scaling, the FFT algo-
rithm cannot be used here. When only the
second-order PHAF is implemented, multiply-
ing three frequency-scaled ml-HAFs is shown
to be sufficient to obtain well estimation of the
initial chirp-rate. Thus, the overall computa-
tional complexity of the second-order PHAF is
O(3NM2). The calculation complexity of the
second-order LPFT is O(L1NM log2NM).
Here, the number of elements (chirp-rates) in
the set Λ is denoted by L1, and L1 � Lo (sig-
nificantly smaller than search space in [22]).
Therefore, the overall complexity of the pro-
posed algorithm is significantly lower than
that of the LPFT-based algorithm proposed
in [22]. The complexity of the proposed algo-
rithm is still higher than that of the adaptive
SM [20], but in case of very close targets the
proposed algorithm should be used in order to
avoid the appearance of cross-terms, while pre-
serving the good concentration. Moreover, the
proposed algorithm is more robust to additive
Gaussian noise than the adaptive SM.

When the target has cross-range accelera-
tion, the resulting radar signal is a nonlinear
FM signal along m [5], [6]. The adaptive SM
cannot completely concentrate such a signal
[25]. The second-order LPFT may also fail
to produce high concentration. Therefore, the
third-order LPFT should be applied. When
predefined sets of parameters are used, as in
[22], a 2D search is required, which results
in increased calculation complexity of order
O(L2oNM log2NM). It should be noted that
the achieved concentration would be highly de-
pendent on the predefined sets of phase coef-
ficients. In the proposed algorithm, the cal-
culation of the third-order LPFT requires ad-
ditional O(9NM2) operations. Moreover, the
proposed algorithm is fully automated since
the fine search space is determined using the
coarse estimate.

IV. E�
�����

In this section, results obtained by the pro-
posed algorithm are compared to those ob-
tained by the 2D FT, the adaptive SM and
the LPFT-based autofocusing algorithm with
the predefined set of chirp-rates. In the first
three examples we analyzed stationary targets
and moving targets that produce linear FM
signals. In the fourth and the fifth examples,
the target motion that produces nonlinear FM
signal is also considered.
Example 1. The simulation setup, composed

of seven point scatterers, as in [21], is used.
Targets No. 1, 3 and 4 are stationary, whereas
the other targets are moving (No. 2, 5, 6 and
7). The motion parameters of the targets are
given in Table I. The position of the targets
can be described as xi(t) = xi0 + vxi(0)t +
1
2axit

2 and yi(t) = yi0 + vyi(0)t+
1
2ayit

2. The
radar signal reflected from all the point scat-
terers is obtained by using the superposition
principle, that is, as the sum of individual
echoes.

The CV 580 SAR system (C-band) parame-
ters are used in this example. The radar oper-
ates at the frequency f0 = 5.3GHz. The band-
width of linear FM signals is B = 25MHz,
the pulse repetition time is T = 1/300 s, with
M = 256 pulses in one revisit and N = 256
samples within one pulse. The aircraft with
the radar is moving along the x-axis with ve-
locity V = 130m/ s. The radar’s altitude is
h = 6km, while the radar’s ground distance
from the origin of the coordinate system con-
nected to the targets is 10 km at t = 0.

The radar image obtained by using the 2D
FT, as the standard tool for SAR imaging, is
shown in Fig. 1a. The stationary targets are
well focused, which is not the case for mov-
ing targets. By applying the adaptive SM-
based procedure, Fig. 1b, the high concen-
tration of moving targets is obtained, without
defocusing the stationary ones. Cross-terms
are also avoided, except in case of very close
targets (No. 5 and 6). It can be seen from
Figs. 1c-d, that the radar image obtained by
using both versions of the LPFT-based algo-
rithms (the one proposed in [22] and the mod-
ified version, we are proposing here) is highly
concentrated. The stationary targets remain
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TABLE I

M��
�� �
�
������ �� ��� �
����� ���� 
� E�
���� 1 
�� E�
���� 3.

Scatterer No. 1 2 3 4 5 6 7
x0 [m] 0 30 -9 9 -30 -25.5 30
y0 [m] 90 90 0 0 -90 -90 -90
vx [

m
s ] 0 -9 0 0 12 13 0

vy [
m
s ] 0 -20 0 0 0 10 20

ax [
m
s2 ] 0 2 0 0 0 0 0

ay [
m
s2 ] 0 0 0 0 0 0 1

Proposed LPFT

(d)

x[m]

y[m]

-100 -50 0 50 100
-150

-100

-50

0

50

100

150

Adaptive 1D SM

(b)

x[m]

y[m]

-100 -50 0 50 100
-150

-100

-50

0

50

100

150

2D FT

(a)

x[m]

y[m]

-100 -50 0 50 100
-150

-100

-50

0

50

100

150

(c)

LPFT

x[m]

y[m]

-100 -50 0 50 100
-150

-100

-50

0

50

100

150

Fig. 1. Simulated SAR image of seven target points obtained by using: (a) 2D FT, (b) Adaptive S-method, (c)
LPFT with predefined set of chirp rates, (d) Proposed LPFT.

focused and cross-terms are avoided, even be-
tween very close targets. In the algorithm pro-
posed here, the calculational complexity is sig-
nificantly decreased. In addition, its perfor-
mance does not depend on the parameters of
the target motion.

The polynomial phase order mismatching
does not influence the performance of the pro-
posed algorithm. To verify this, the third-

order LPFT and PHAF are calculated, despite
the fact that, for the used coherent integra-
tion time (CIT), the third-order term in the
phase is small and can be neglected. Compar-
ing to the standard second-order LPFT, the
proposed procedure performs slightly better.
If the second-order LPFT is applied in both al-
gorithms, their performance will be the same.
Here, the third-order phase terms of the sig-
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nals corresponding to the moving targets are
small, but they still slightly affect the focus-
ing when there is more than one target in one
range bin (No. 5, 6 and 7).

The time-lags used for the calculation of
the third-order PHAF in the first three ex-
amples are τ

(1)
2 = [64, 42], τ

(2)
2 = [67, 45],

τ
(3)
2 = [74, 48], τ

(4)
2 = [52, 30], τ

(5)
2 = [49,

52] and τ
(6)
2 = [61, 36]. For the second-order

PHAF, τ
(1)
1 = 64, τ

(2)
1 = 67 and τ

(3)
1 = 74

should be used. The sets of time lags are cho-
sen as recommended in [15], i.e., the optimal
lag value for calculating the p−th order HAF is
τ = M/P/2, where M is the number of avail-
able samples.

Example 2. In this example, we used the
same radar setup as in the previous exam-
ple. The illuminated scene is composed of two
targets. The first target has fixed initial po-
sition x01 = −30m, y01 = −90m, and the
constant cross-range velocity vx1 = 12m/ s.
The cross-range velocity of the second target
is vx2 = 13m/ s. It is at the same position
as the first target along the range, while its
initial position along the cross-range is chang-
ing from x02 = −29.1m to x02 = 0m. For
each initial position of the second target, the
adaptive SM and the proposed algorithm are
applied and the number of local maxima is
counted. The calculations are performed along
the cross-range for the fixed range that corre-
sponds to the position of the maximum of the
FT calculated along the ”fast-time”. The re-
sults are depicted in Fig. 2a, where the dotted
line represents the number of local maxima in
the adaptive SM, while the solid line repre-
sents the number of local maxima in the pro-
posed algorithm. Since only two targets ex-
ist in the considered range, two maxima will
be detected if the targets are separated and
if there is no cross-term between them. Fig-
ure 2a shows that, even for very distant tar-
gets, more than two local maxima are detected
in the adaptive SM. These additional maxima
correspond to the side lobes. On the other
hand, for the SAR imaging, only the dominant
local maxima have significant influence on the
image quality (see Fig. 1). Therefore, the ex-
periment is repeated with the same setup, but

now only dominant local maxima (higher than
20% of the global maximum for the observed
range cell) are counted as potential targets.
The number of detected targets, for both the
adaptive SM (dotted line) and the proposed
LPFT-based algorithm (solid line), is given in
Fig. 2b, showing that the proposed algorithm
has better resolution than the adaptive SM.

Example 3. Here, we use the same setup
as in Example 1. The radar signal is embed-
ded in the Gaussian white additive noise with
the standard deviation σ = 18, as in [21].
The proposed algorithm (Fig. 3d), even in
the presence of noise, performs as good as the
LPFT-based algorithm with the predefined set
of chirp-rates (Fig. 3c). It produces well fo-
cused radar image without cross-terms. The
presence of noise decreases the concentration
of the targets in the adaptive SM (Fig. 3b),
comparing to the noiseless case (Fig. 1b). As
a consequence, the fast moving target (No. 7)
is almost invisible compared to the other, well
focused targets.

From Fig. 3, it can be seen that both LPFT-
based algorithms reduce the level of noise com-
paring to the 2D FT and the adaptive SM. The
noise is statistically distributed in the LPFT
in the same manner as in the FT. However,
for the same distribution of noise, the LPFT
produces better concentration of the targets.
Obtained results are as expected. Namely, in
these algorithms, only the well focused parts
of the initial radar image (Fig. 3a) that corre-
spond to the stationary targets, and the parts
of the image determined as moving targets and
additionally focused by applying the LPFT,
appear in the resulting radar image. The “in-
tensities” of other parts of the image are set
to zero. Moreover, a relatively small portion
of the radar image is related to the targets,
while the noise is spread along the entire radar
image. Thus, a significant portion of noise is
discarded by this algorithm.

Example 4. In order to illustrate the effec-
tiveness of the proposed algorithm when the
target motion results in the third-order poly-
nomial phase of the corresponding signal, we
use CIT, T = 3.4133 s, that is four times
longer than one used in the previous exam-
ples. The number of samples within one chirp
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Fig. 2. (a) Number of detected local maxima (targets) after the adaptive SM (dotted line) and the proposed
LPFT-based algorithm (solid line) are applied. (b) Number of detected dominant local maxima (higher
than 20% of global maximum for this range cell). The illuminated radar scene is composed of two targets
with distance varying from 0.9m to 30m.
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Fig. 3. Simulated SAR images of seven targets for radar signal embedded in white additive Gaussian noise
obtained using (a) 2D FT, (b) Adaptive SM, (c) LPFT with the predefined set of chirp rates, (d) Proposed
LPFT.
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Fig. 4. Moving target, that results in the third-order phase, represented along the cross-range using the FT
(dashdot line), the adaptive SM (dashed line), the second order LPFT with predefined set of parameters
(dotted line) and the proposed third-order LPFT (solid line).

is N = 1024. The other parameters of the
SAR system are the same as in the previous
examples. The cross-range acceleration of a
target results in nonlinear frequency modula-
tion of the corresponding signal [5], [6]. In
addition, this effect becomes significant only
with the CIT comparable to the one used in
[5] and [6]. Therefore, the radar scene is com-
posed of one target with the initial position
(x0, y0) = (−30m,−90m), the cross-range ve-
locity vx = 10m/ s and the cross-range accel-
eration ax = 2m/ s

2.

Figure 4 represents the target along the
cross-range for the fixed range cell that cor-
responds to the target’s position. In terms
of peak concentration, the third-order LPFT
outperforms other techniques. The adaptive
SM and the second-order LPFT achieve bet-
ter concentration than the FT, but the tar-
get is still smeared along the cross-range. The
smearing in the second-order LPFT is due
to the third-order term in the signal phase.
The second-order LPFT compensates only the
second-order phase term. The compensation
of the third-order phase term can be performed
by introducing the third-order in the LPFT.
Then, two predefined sets of parameters will
be used, implying a 2D search. Consequently,

the LPFT would be highly computationally in-
tensive. In addition, we have to know the ex-
pected cross-range acceleration interval in or-
der to define the additional set of parameters.
On the other hand, the adaptive SM is able
to fully eliminate the linear frequency modu-
lation of the signal [25], while the third-order
term in the signal phase results in an unsatis-
fying concentration of the target.

For longer CIT, like the one used in this and
the following example, the adaptive SM uses
the threshold that equals 0.5% of the 2D FT
based radar image. In addition, time-lags used
for the calculation of the third-order PHAF
are τ

(1)
2 = [256, 170], τ

(2)
2 = [268, 182], τ

(3)
2 =

[296, 194], τ
(4)
2 = [208, 122], τ

(5)
2 = [196, 210],

τ
(6)
2 = [244, 146].

Example 5. In this example, we use the same
parameters of the SAR system as in the fourth
example. Radar scene is composed of seven
targets.

From the motion parameters given in Table
II, it can be concluded that the target No. 7
can be accurately represented by the second-
order PPS [20]. For targets No. 2, 5 and 6, the
third-order phase term in the corresponding
signal is significant and cannot be neglected
[5], [6]. As expected, in the radar image ob-
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TABLE II

M��
�� �
�
������ �� ��� �
����� ���� 
� E�
���� 5.

Scatterer No. 1 2 3 4 5 6 7
x0 [m] 0 30 -9 9 -30 -21 45
y0 [m] 90 90 0 0 -90 -90 -90
vx [

m
s ] 0 5 0 0 6 8 10

vy [
m
s ] 0 0 0 0 0 0 0

ax [
m
s2 ] 0 2 0 0 1.8 2 0

ay [
m
s2 ] 0 0 0 0 0 0 0

Proposed LPFT

x[m]

y[m]

(d)
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-150
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y[m]
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Fig. 5. Simulated SAR image of 7 target points obtained by using: (a) 2D FT, (b) Adaptive S-method, (c)
LPFT with predefined set of chirp rates (d) Proposed LPFT.

tained by using the 2D FT, stationary targets
are well focused (No. 1, 3 and 4), whereas the
moving targets are smeared (Fig. 5a). After
the adaptive SM is applied (Fig. 5b), the mov-
ing targets are better focused than in the 2D
FT, but their concentration is not as high as
that of the stationary targets. As a result of
long CIT, the targets are spread along many
cross-range bins in the 2D FT (Fig. 5a) and

the summation in the adaptive SM stops be-
fore all side lobes become equal to zero. In
addition, the SM is able to automatically com-
pensate for even polynomial terms in the sig-
nal phase, while in case of odd coefficients the
resulting radar image is still defocused (Fig.
4), [25]. The cross-terms appear between very
close targets. The second-order LPFT-based
algorithm, with the predefined set of chirp-
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rates, produces high concentration of the tar-
get with constant cross-range velocity (No. 7).
The stationary targets remain well focused in
the resulting image. The targets with cross-
range acceleration are better focused than in
the adaptive SM, but not as well as the station-
ary ones, and those with the constant cross-
range velocity (No. 1, 3, 4 and 7). Further-
more, the inability of the second-order LPFT
to remove the third-order phase terms results
in lower resolution between very close compo-
nents (No. 5 and 6).

The proposed algorithm produces high con-
centration of all moving targets, without defo-
cusing the stationary ones or inducing cross-
terms (Fig. 5d). It is robust to the order mis-
matching since it produces high concentration
of the target with the second-order PPS (No.
7). The value of the third-order phase coeffi-
cient estimated by the PHAF is equal to zero,
and it does not influence the concentration of
the target.

V. C��	���
���

We propose an LPFT-based algorithm for
focusing SAR radar targets. The phase pa-
rameters are calculated by using the PHAF
which yields significantly lower calculation
complexity comparing to the existing algo-
rithms. The PHAF error propagation is re-
duced by fine search around the coarse es-
timate obtained by the PHAF. The second-
order phase coefficient, that provides the high-
est concentration, is determined and used for
forming the final radar image. The fine search
set contains small number of elements, and it
is automatically adjusted, in each iteration,
to the motion parameters of targets. The
proposed algorithm therefore produces highly
concentrated radar image, even in case of dif-
ferent motion parameters of targets, while pre-
serving the fixed number of operations. When
there is more than one target in the same range
bin with different motion parameters, the pro-
posed algorithm outperforms the PHAF al-
ready applied for the SAR imaging [12]. In ad-
dition, it outperforms the adaptive SM in case
of close targets and in the presence of noise.
The third-order PHAF is used here to obtain
the high concentration of targets that result in

third-order PPSs. For such targets, the adap-
tive SM is not able to achieve high concentra-
tion. Increasing the order of the LPFT in the
algorithm proposed in [22] would cause a 2D
search over the predefined sets of parameters,
which would additionally increase its compu-
tational burden. The performance of the pro-
posed algorithm is validated by examples.
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