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Influence of interference on range
estimation in noise radar systems

Slobodan Djukanović

Abstract–The problem of false range estima-

tion in noise radars operating in interference

environment is investigated. A closed-form ex-

pression for the probability of false range esti-

mation when the received signal is corrupted by

interference with arbitrary phase is derived and

it contains elementary mathematical functions

only. Simulations support the derived proba-

bility. The expression can be easily adapted for

the case when the interference is not present.

I. I������	�
��

Noise radar has a number of advantages
over conventional radars. Some of advantages
are unambiguous range estimation, high range
resolution, inherent anti-jamming capabilities,
low probability of detection and interception.
Wide bandwidth provides a high range resolu-
tion, while an extended pulse length reduces
the peak power which further supports low
probability of detection. A non-periodic wave-
form suppresses the range ambiguity while
reducing both the probability of intercept
and influence of interferences. In the recent
past, a significant research has been done on
the development and implementation of ran-
dom noise radar [1—5]. A potential use of
noise radar for the ultrawide-band SAR/ISAR
imaging has been investigated, as well as for
Doppler and polarimetric measurements, col-
lision warning, detection of buried objects and
targets obscured by foliage.

In noise radars, the received signal is cor-
related with delayed versions of the transmit-
ted noise. From the position of the correlation
peak, we can estimate the target’s range. If,
however, the received signal is corrupted by a
strong interference, the variance of the correla-
tion will be increased so that false peaks, that
exceed the true one, can occur. In this pa-
per, we derive a closed-form expression for the
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probability of false range estimation in inter-
ference environment. We will assume that the
interference is a phase-modulated signal with
arbitrary phase function.

The paper is organized as follows. Section
II covers the theoretical background regarding
the noise radar. The probability of false range
estimation is derived in Section III, and nu-
merically verified in Section IV. Conclusions
are drawn in Section V.

II. N�
� �����

In noise radar systems, random noise signal
is transmitted, reflected from a target, and re-
ceived with a delay Td =

2r
c
, where r and c de-

note the target’s range and the speed of light,
respectively. The received signal is correlated
with a replica of the transmitted noise delayed
by Tr. A strong correlation peak is received
when Td = Tr and its position provides an es-
timate of the target’s range.

Let us consider a radar transmitting a com-
plex random noise x(t) given by

x (t) = xR (t) + jxI (t) , (1)

where both real and imaginary part, xR (t)
and xI (t), respectively, are zero-mean ban-
dlimited Gaussian processes with bandwidth

B and variance
σ2x
2 . We will assume that a

single point scatterer is located at the range
r along the radar’s line-of-sight. The received
signal y (t) can be modeled as

y(t) = Aσx(t− Td) + ξ (t) , (2)

where Aσ is the target’s reflectivity, Td =
2r
c

is the round-trip delay and ξ (t) is the addi-
tive ambient noise which will be modeled as
complex white Gaussian noise as follows:

ξ (t) = ξR (t) + jξI (t) , (3)
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where ξR (t) and ξI (t) have zero mean and

variance
σ2ξ
2 . Signals x (t) and ξ (t) are uncor-

related with each other. Without loss of gen-
erality, we will take Aσ = 1. The correlation
between the received and delayed transmitted
signal is

C(Tr) =

∫ Tint

0

y(t)x∗(t− Tr)dt, (4)

where Tint is the integration time or the pulse
duration. It can be shown that [4]

E[C(Tr)] = TintRxx(Tr − Td),

where E [·] denotes the statistical expectation
and Rxx (τ) is the autocorrelation function of
x (t). Since |Rxx(τ)| ≤ Rxx(0) [6], the delay Td
can be estimated as the position of the maxi-
mum of |C(Tr)|.

In discrete time, the correlation C(Tr) can
be analyzed by describing the correlation inte-
gral as [4]

C (nr) =
N∑

n=1

y (n)x∗ (n− nr)

=
N∑

n=1

[x (n− nd) + ξ (n)]x∗ (n− nr) , (5)

where integers nd and nr correspond to Td and
Tr, respectively, and N represents the number
of samples that correspond to Tint. Again, a
strong correlation peak occurs when nr = nd.

III. P�����
�
�� �� ���� ����

��
���
��

We will assume that the received signal y (n)
is corrupted by an interference I (n),

y (n) = x (n− nd) + I (n) + ξ (n) . (6)

All the components of y (n) are uncorrelated
with each other. In addition, we will adopt
the following form of the interference:

I (n) = AIe
jφ(n), (7)

where AI is constant amplitude and φ (n) is
the phase of the interference. Signal-to-noise

ratio (SNR) and signal-to-interference ratio
(SIR) are defined as

SNR =
σ2x
σ2ξ

(8)

SIR =
σ2x
A2I
. (9)

When nr = nd we have

C (nd) =
N∑

n=1

[x (n− nd) + I (n) + ξ (n)]

× x∗ (n− nd) ,

and the real and imaginary part of C (nd) sat-
isfy

Re [C (nd)] =
N∑

n=1

(
x2R (n− nd) + x2I (n− nd)

)

+
N∑

n=1

xR (n− nd) [AI cos (φ (n)) + ξR (n)]

+ xI (n− nd) [AI sin (φ (n)) + ξI (n)]

Im [C (nd)] =
N∑

n=1

xR (n− nd)

× [AI sin (φ (n)) + ξI (n)]
− xI (n− nd) [AI cos (φ (n)) + ξR (n)] .

According to the central limit theorem,
both Re [C (nd)] and Im [C (nd)] are normally
distributed, and it can be straightforwardly
shown that

E {Re [C (nd)]} = Nσ2x
E {Im [C (nd)]} = 0

Var {Re [C (nd)]} = Nσ4x +
N

2

(
A2I + σ

2
ξ

)
σ2x

= σ4x
N

2

(
2 +

1

SIR
+

1

SNR

)

≈ σ4x
N

2

(
1

SIR
+

1

SNR

)

Var {Im [C (nd)]} =
N

2

(
A2I + σ

2
ξ

)
σ2x

= σ4x
N

2

(
1

SIR
+

1

SNR

)
,
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where Var{·} represents the variance operator.
In this paper, we will assume that

1

SNR
+

1

SIR
	 2, (10)

so the approximation in the expression for
Var {Re [C (nd)]} holds. Recall that extended
pulse length, i.e., bigger N , reduces the peak
power, which, in turn, allows for smaller SNR
and SIR values.

On the other hand, when nr 
= nd, samples
xR(n − nr) and xR(n − nd) are statistically
independent [4,5], and we have

Re [C (nr)] =
N∑

n=1

xR (n− nr)

× [xR (n− nd) +AI cos (φ (n)) + ξR (n)]
+ xI (n− nr)
× [xI (n− nd) +AI sin (φ (n)) + ξI (n)]

Im [C (nr)] =
N∑

n=1

xR (n− nr)

× [xI (n− nd) +AI sin (φ (n)) + ξI (n)]
− xI (n− nr)
× [xR (n− nd) +AI cos (φ (n)) + ξR (n)] .

Both Re[C (nr)] and Im[C (nr)] are normally
distributed with

E {Re [C (nr)]} = 0
E {Im [C (nr)]} = 0

Var {Re [C (nr)]} =
N

2

(
σ4x + σ

2
xA

2
I + σ

2
xσ

2
ξ

)

= σ4x
N

2

(
1 +

1

SIR
+

1

SNR

)

≈ σ4x
N

2

(
1

SIR
+

1

SNR

)

Var {Im [C (nr)]} = Var {Re [C (nr)]} .

Note that the variances of real and imaginary
parts of C (nd) and C (nr) coincide.

The probability of false range estimation,
denoted as PFRE, equals the probability that
|C (nd)| does not reach maximum for nr = nd
or it does not exceed a predefined threshold T .
For the sake of simplicity, we will denote the
variable |C (nr)| for nr 
= nd as Cr and |C (nd)|

as Cd. Since Re[C (nr)] and Im[C (nr)] are
Gaussian random variables with zero mean
and common variance, Cr is a Rayleigh vari-
able, characterized by the probability density
function (p.d.f.) [6]

fCr (x) =
x

σ2Cr
e
−

x2

2σ2
Cr U (x) , (11)

with the scale parameter

σ2Cr = Var {Re [C (nr)]}

= σ4x
N

2

(
1

SIR
+

1

SNR

)
(12)

and U (x) is the unit step function

U (x) =

{
1 x ≥ 0
0 x < 0.

On the other hand, since Re[C (nd)] and
Im[C (nd)] are Gaussian random variables
with common variance and different means, Cd
will be a Rician variable with the p.d.f. [6]

fCd (x)=
x

σ2Cd
e
−

x2+µ2Cd
2σ2

Cd I0

(
µCd
σ2Cd
x

)

U (x) , (13)

where the Rician distribution parameters µCd
and σ2Cd equal

µCd = E {Re [C (nd)]} = Nσ2x (14)

σ2Cd = Var {Re [C (nd)]}

= σ4x
N

2

(
1

SIR
+

1

SNR

)
, (15)

and I0 (x) is the modified Bessel function of
the first kind and zeroth order

I0 (x) =
1

π

∫ π

0

ex cos(θ)dθ.

Instead of calculating PFRE , we will cal-
culate the probability of correct range esti-
mation, denoted as PCRE, which equals the
probability that the Rician variable Cd exceeds
N−1 independent Rayleigh variables Cr, and,
at the same time, exceeds a threshold T .

By definition, the distribution function of
the random variable Cr, FCr (x), equals the
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probability that Cr does not exceed x. Hav-
ing this in mind, probability that N − 1 inde-
pendent variables Cr do not exceed x equals
FN−1Cr

(x), which, in turn, implies that

PCRE =

∫ +∞

T

FN−1Cr
(x) fCd (x) dx. (16)

Substituting FCr (x) for the Rayleigh distrib-
ution,

FCr (x) =

(

1− e
−

x2

2σ2
Cr

)

U (x) ,

and (13) into (16), we obtain

PCRE =

∫ +∞

T

(
1− e− x2

2σ2

)N−1

× x

σ2
e−

x2+µ2

2σ2 I0
( µ
σ2
x
)
UN (x) dx

=

∫ +∞

T

(
1− e− x2

2σ2

)N−1

× x

σ2
e−

x2+µ2

2σ2 I0
( µ
σ2
x
)
dx, (17)

where σ and µ satisfy

σ = σCr = σCd (18)

µ = µCd . (19)

Taking into account the binomial theorem, i.e.

(
1− e− x2

2σ2

)N−1
=
N−1∑

m=0

(
N − 1
m

)
(−1)m e−mx2

2σ2

and the following series representation of I0 (x)
[7, p.919]:

I0 (x) =
+∞∑

k=0

(
x
2

)2k

(k!)2
,

we can rewrite PCRE as

PCRE =
e−

µ2

2σ2

σ2

N−1∑

m=0

(
N − 1
m

)
(−1)m

×
+∞∑

k=0

(
µ
2σ2

)2k

(k!)
2

∫ +∞

T

x2k+1e−
(m+1)x2

2σ2 dx. (20)

The integral in (20) can be calculated using [7,
p.346]

∫ +∞

T

xme−βx
n

dx =
Γ
(
m+1
n
, βTn

)

nβ
m+1
n

,

where T > 0, β > 0,m > 0, n > 0, and Γ (α, x)
is the incomplete Gamma function. Straight-
forwardly
∫ +∞

T

x2k+1e−
(m+1)x2

2σ2 dx =

= 2k
σ2k+2

(m+ 1)k+1
Γ

(
k + 1,

m+ 1

2σ2
T 2
)

= 2k
σ2k+2

(m+ 1)k+1
k!e−

m+1

2σ2
T2

k∑

p=0

(
m+1
2σ2 T

2
)p

p!
.

(21)

In (21), we have used the property of the in-
complete Gamma function [7, p.899]

Γ (k + 1, x) = k!e−x
k∑

p=0

xp

p!
, k = 0, 1, 2, · · ·

The probability of correct range estimation
finally becomes

PCRE = e
−

µ2

2σ2

N−1∑

m=0

(−1)m
(
N − 1
m

)
e−

m+1

2σ2
T2

×
+∞∑

k=0

(
µ2

2σ2

)k

k! (m+ 1)k+1

k∑

p=0

(
m+1
2σ2 T

2
)p

p!

(22)

and the probability of false range estimation

PFRE = 1− PCRE. (23)

The expression for PCRE contains elemen-
tary functions only, and is, therefore, easy to
be calculated.

In specific, the probability of false range es-
timation when the interference is not present
in the received signal is obtained by setting
1

SIR = 0 in the expression for σ (see (12) and
(18)).

Note that, when T = 0, PCRE represents
the probability that a Rician variable exceeds
N Rayleigh variables, where all variables are
characterized by the same parameter σ. This
probability can be derived from (17) by replac-
ing the lower integration limit with −∞.
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A. Threshold selection

We will calculate the threshold T accord-
ing to the Neyman-Pearson criterion, i.e., for
a given probability of false alarm, PFA. When
no radar return is present in the received sig-
nal, the variable Cd is a Rayleigh variable with
the scale parameter σ (18). The probability of
false alarm therefore equals

PFA =

∫ +∞

T

x

σ2
e−

x2

2σ2 dx, (24)

which yields the following threshold

T =
√
2σ
√
− lnPFA. (25)

IV. S
�����
���

Let us consider a noise radar operating with
the bandwidth B = 204.8 MHz and the pulse
duration of Tint = 10µs. We will assume that
the sampling rate, at baseband, equals the
Nyquist rate Ts = 1/B; therefore one pulse
contains N = 2048 samples.

First, we will calculate the probability of
false range estimation versus SIR for several
SNRs. In specific, the SIR is varied from -30dB
to -10dB in increments of 2dB. Four different
SNRs are considered, -20dB, -15dB, -10dB and
-5dB. The results are shown in Fig.1, where
solid lines and diamonds represent analytical
and numerical results, respectively. Clearly,
analytical results are completely confirmed by
the numerical ones. The interference is a third-
order polynomial phase signal, whose phase is
given by

φ (n)=2π

(
−N
5
(n∆)− N

4
(n∆)2 +

N

3
(n∆)3

)
,

where ∆ = 1
N

and n = 0, 1, · · · , N − 1.
The probability of false range estimation

versus SNR curve for the interference-free case
is depicted in Fig.2, where SNR is varied from
-30dB to -12dB in increments of 2dB. In ad-
dition, curves for N = 1024 (Tint = 5µs) and
N = 512 (Tint = 2.5µs) are depicted in Fig.2.

In all the examples, the threshold T is cal-
culated so that PFA = 10

−5 holds.
In this section, the analytical results have

been obtained using the Mathematica soft-
ware, whereas the numerical ones have been
obtained using Matlab.
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Fig. 1. Probability of false range estimation versus
SIR. Four values of SNR are considered.
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Fig. 2. Probability of false range estimation versus
SNR. Results for N = 1024 and N = 512 are also
given.
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V. C��	���
��

In this paper, we addressed the problem of
false range estimation in noise radars. We con-
sidered the received signal corrupted by inter-
ference that has the form of a phase-modulated
signal. A closed-form expression for the prob-
ability of false range estimation is derived and
numerically supported. A distinguishable fea-
ture of the expression is that it does not con-
tain special functions which makes it easy to
be calculated. The expression can be also used
in the special case when the interference is not
present. The probability that a Rician variable
exceeds N Rayleigh variables can be easily ob-
tained from the derived probability.

R���	�

[1] R. M. Narayanan, Y. Xu, P. D. Hoffmeyer, and J.
O. Curtis, ”Design, performance, and applications
of a coherent ultrawideband random noise radar,”
Optical engineering, vol. 37, pp. 1855-1869, June
1998.

[2] D. C. Bell and R. M. Narayanan, ”Theoretical
aspects of radar imaging using stochastic wave-
forms,” IEEE Transactions on Signal Processing,
vol. 49, pp. 494-400, February 2001.

[3] M. Dawood and R. M. Narayanan, ”Receiver oper-
ating characteristics for the coherent UWB random
noise radar,” IEEE Transactions on Aerospace and
Electronic Systems, vol. 37, pp. 586-594, April
2001.

[4] S. R. Axelsson, ”Noise radar for range/Doppler
processing and digital beamforming using low-bit
ADC,” IEEE Transactions on Geoscience and Re-
mote Sensing, vol. 41, pp. 2703-2720, December
2003.

[5] S. R. Axelsson, ”Noise radar using random phase
and frequency modulation,” IEEE Transactions on
Geoscience and Remote Sensing, vol. 42, pp. 2370-
2384, November 2004.

[6] A. Papoulis and U. S. Pillai, Probability, random
variables, and stochastic processes. McGraw Hill
Higher Education; 4th edition, 2002.

[7] I. S. Gradshteyn and J. M. Ryzhik, Table of in-
tegrals, series, and products, Academic Press; 7th
edition, 2007.


