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Watermarking
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Abstract– An application of two-dimensional
time-frequency analysis and corresponding
two-dimensional eigenvalue decomposition for
image watermarking purpose is proposed. The
eigenvalue decomposition is used to provide
a criterion for watermarking coefficients se-
lection. It is primarily used to select pixels
suitable for watermarking that belong to busy
image regions. The watermark embedding is
performed in the space/spatial-frequency do-
main by using middle frequency components,
whose number is determined from the eigen-
value decomposition, as well. In order to pro-
vide its imperceptibility, watermark is mod-
elled and adapted to the local frequency con-
tent of each considered pixel. For an efficient
watermark modelling procedure, the concept of
space-varying filtering is employed. Further-
more, the watermark detection is done within
the space/spatial-frequency domain, which fa-
cilitates detection process due to the larger
number of coefficients comparing to the space
or frequency domain, separately. The efficiency
of the proposed procedure and its robustness in
the presence of various attacks is proven on the
examples.

I. INTRODUCTION

Digital image watermarking has been de-
veloped as a promising approach for intellec-
tual properties protection. The existing im-
age watermarking techniques are mainly based
either on spatial or frequency domain [1]-
[5]. In the spatial domain, it is very diffi-
cult to provide good imperceptibility and ro-
bustness. On the other hand, transform do-
main watermarking techniques (DFT, DCT or
DWT) are more efficient in comparison to the
spatial domain techniques [3]-[5]. Neverthe-
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less, the watermark spreads over all the pixels
from a considered region. Additional mask-
ing procedure is necessary, in order to make
the watermark imperceptible. Consequently,
instead of using either spatial or spectral do-
mains for image watermarking, one should use
the advantage of both domains by using the
joint space/spatial-frequency domain [6]-[9].
The space/spatial-frequency representation is
a four-dimensional function and it provides lo-
cal frequency content estimation for each in-
dividual image pixel. Space/spatial-frequency
representation provides more space and flexi-
bility for watermark embedding and detection
because of its dimensionality [8], [9]. More-
over, since the space/spatial-frequency repre-
sentations contain information about region
dynamics, they can be used to select pix-
els belonging to busy image regions. These
pixels allow embedding of watermark with
higher energy without visible quality degra-
dation. Consequently, the appropriate selec-
tion of image pixels, improves the impercep-
tibility and the robustness, as well. Thus,
whether a certain pixel will be chosen for
watermarking, depends on the number and
the energy of its local frequency components
within the space/spatial-frequency region [8],
[9]. The main problem is to choose a criterion
in the space/spatial-frequency domain which
will provide efficient pixels selection. In par-
ticular, large energy variations of frequency
coefficients in a 2D region increase the com-
putational complexity, especially due to em-
pirical thresholds that are difficult to set [9].
Therefore, in this paper, we propose a two-
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dimensional eigenvalue decomposition method
based on the space/spatial-frequency represen-
tation to overcome the aforementioned prob-
lem. As a suitable space/spatial-frequency
representation, the two-dimensional S-method
has been used. First, the eigenvalues are used
to determine whether pixels belong to busy
or flat image regions. After selecting pix-
els belonging to busy regions, the eigenval-
ues are used to determine the support region
within space/spatial-frequency representation.
This region is then used for watermark mod-
elling, embedding and detection. The inver-
sion from the space/spatial-frequency domain
is done by using the concept of space-varying
filtering. Using the proposed approach, a two-
dimensional space/spatial-frequency region is
assigned to each selected pixel, leading to a sig-
nificantly improved detector performance. Fi-
nally, the proposed procedure is tested on var-
ious images, providing successful results under
different attacks.
The paper is organized as follows. The theo-

retical background covering the space/spatial-
frequency analysis and space-varying filtering
is given in Section 2. The eigenvalue decom-
position based on the space/spatial-frequency
distribution is presented in Section 3. In Sec-
tion 4, the proposed approach is applied to im-
age watermarking. The efficiency of the pro-
posed watermarking procedure is analyzed ex-
perimentally in Section 5. The concluding re-
marks are given in Section 6.
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This section covers the basic theory behind
the space/spatial-frequency analysis and the
space varying filtering that are crucial for un-
derstanding of the proposed approach.

A. Space/Spatial-Frequency analysis

The simplest time-frequency representation
is obtained by using the spectrogram, which is
defined as a square module of the short-time
Fourier transform (STFT). For the sake of sim-
plicity, the vector notation is used. Thus,
the spectrogram for two-dimensional signal
s(x, y) = s (−→r ), can be written as [10]:

SPEC(−→r ,−→ω ) = |STFT (−→r ,−→ω )| =

=

∣∣∣∣∣∣

∫

R2

s(−→r +−→υ )w∗(−→υ )e−j−→ω−→υ dV−→υ

∣∣∣∣∣∣
, (1)

where w∗(−→υ ) is a complex conjugate of two-
dimensional window function, while dV−→υ is
the two-dimensional differential of space R2.
Due to the presence of second and higher or-
der phase derivatives, the spectrogram cannot
provide a satisfying concentration at the local
frequency. Thus, to improve concentration in
the time-frequency domain, the Wigner distri-
bution has been used [10]:

WD(−→r ,−→ω ) =

=

∫

R2

s(−→r +−→υ /2)s∗(−→r +−→υ /2)e−j−→ω−→υ dV−→υ .

(2)
However, for multicomponent signals the
Wigner distribution contains a large amount
of cross-terms. The S-method has been intro-
duced with a goal to preserve the concentra-
tion as in the Wigner distribution, but to pro-
vide a control of cross-terms number [10]. The
S-method can be defined as [10], [11]:

SM(−→r ,−→ω ) =

=
1

π2

∫

R2

P (
−→
θ )
{
STFT (−→r ,−→ω +−→θ )×

×STFT (−→r ,−→ω −−→θ )
}
dV−→

θ
. (3)

It improves the concentration of spectrogram
towards the concentration of the Wigner dis-

tribution [12]. For P (
−→
θ ) = 2πδ(

−→
θ ) the spec-

trogram is obtained, while for P (
−→
θ ) = 1, the

pseudo Wigner distribution follows. The dis-
crete form of the S-method can be written as:

SM(−→n ,−→ω ) =

=
L∑

i1=−L

L∑

i2=−L

P (
−→
i )
{
STFT (−→n ,−→ω +−→i )×

×STFT ∗(−→n ,−→ω −−→i )
}
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= SPEC(−→n ,−→ω )+

+2Re
{ L∑

i1=0

L∑

i2=0

P (
−→
i )
{
STFT (−→n ,−→ω +−→i )×

×STFT ∗(−→n ,−→ω −−→i )
}}
, (4)

where −→n = (n1, n2),
−→ω = (ω1, ω2) and

−→
i =

(i1, i2). The frequency window P (i1, i2)is a
rectangular separable window of width 2L+1
in both directions, while the discrete STFT is
given by:

STFT (−→n ,−→ω ) =

=

N
2
−1∑

k1=−
N
2

N
2
−1∑

k2=−
N
2

I(−→n +−→k )w∗(−→k )e−j2π−→ω
−→
k /N ,

(5)

for
−→
k = (k1, k2). In most applications, it is

sufficient to use small value of L in (4) (e.g.,
L=3) [12].

B. Space-varying filtering

Although, it was initially introduced for sig-
nals denoising, the concept of non-stationary
filtering can be used to provide inversion from
the time-frequency or space/spatial-frequency
domain. The output of the space-varying filter
is defined as:

Hs(
−→r ) = 1

4π2

∫

−→ω

LH(
−→r ,−→ω )STFTs(−→r ,−→ω )d−→ω ,

(6)
where LH(

−→r ,−→ω ) is a space-varying transfer
function (i.e., support function) defined as
Weyl symbol mapping of the impulse response
into the space/spatial-frequency domain [11].
Assuming that the signal components are con-
tained within a two-dimensional region Rf ,
the support function LH(

−→r ,−→ω ) can be defined
as [11]:

LH(
−→r ,−→ω ) =

{
1 for (−→r ,−→ω ) ∈ Rf
0 for (−→r ,−→ω ) /∈ Rf . (7)

The proposed watermarking procedure im-
plements the space-varying filtering (mask-
ing) to retrieve watermarked signal from the
space/spatial-frequency domain.

III. E����#���� �����$������� %����
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The S-method produces a representation
equal (or close) to a sum of the Wigner distri-
butions of signal components separately. This
property is used to introduce an eigenvalue
decomposition method [13], extended here for
the case of two-dimensional signals. Thus, let
us start from the discrete form of the two-
dimensional Wigner distribution:

WD(−→n ,−→k ) =

=

N/2∑

−→m=−N/2

s(−→n +−→m)s∗(−→n −−→m)e−j 2π
N+1

2−→m
−→
k ,

(8)

where −→n = (n1, n2) and
−→
k = (k1, k2) rep-

resents discrete time and frequency samples,
while −→m = (m1,m2) is a discrete lag coordi-
nate. Consequently, the inverse of the Wigner
distribution can be written as:

s(−→n1)s∗(−→n2) =
1

(N + 1)2
×

×
N/2∑

−→
k=−N/2

WD(
−→n1 +−→n2
2

, k)ej
2π
N+1

−→
k (−→n1−

−→n2)

(9)
where −→n 1 = −→n + −→m and −→n 2 = −→n − −→m.
Furthermore, for a multicomponent signal,

s(−→n ) =
M∑

i=1
si(
−→n ), (9) can be written as:

M∑

i=1

si(
−→n1)s∗i (

−→n2) =
1

(N + 1)2
×

×
N
2∑

−→
k=−N

2

M∑

i=1

WDi(
−→n1 +−→n2
2

,
−→
k )ej

2π
N+1

−→
k (−→n1−

−→n2).

(10)
Given that the S-method of s(−→n ) is equal
to the sum of the Wigner distributions of

each component separately, SM(−→n ,−→k ) =
M∑

i=1
WDi(

−→n ,−→k ), (10) can be rewritten as:

M∑

i=1

si(
−→n1)s∗i (

−→n2) =
1

(N + 1)2
×
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×
N/2∑

−→
k=−N/2

SM(
−→n1 +−→n2
2

,
−→
k )ej

2π
N+1

−→
k (−→n1−

−→n2).

(11)
By introducing the notation:

RSM (
−→n1,−→n2) =

1

(N + 1)2
×

×
N/2∑

−→
k=−N/2

SM(
−→n1 +−→n2
2

,
−→
k )ej

2π
N+1

−→
k (−→n1−

−→n2),

(12)

we have: RSM (
−→n1,−→n2) =

∑M
i=1 si(

−→n1)s∗i (−→n2).
The eigenvalue decomposition of matrix RSM
is defined as [13]:

RSM =
N+1∑

i=1

λiui(
−→n )u∗

i
(−→n ), (13)

where λi are eigenvalues and ui(
−→n ) are eigen-

vectors of RSM . Furthermore, λi = Efi , i =
1, , ...,M and λi = 0 for i =M + 1, ..., N , i.e,

λi =
M∑

l=1

Efiδ(i− l), (14)

where δ(i) denotes Kronecker symbol, while
Efi is the energy of the i-th component.

IV. W���
��
���� P
�����
�

A. Classification of image regions

Pixels within busy image regions (regions
with significant dynamics), could tolerate
greater changes (stronger watermark) with-
out a perceptible quality degradation than the
pixels from the flat regions. Thus, in order
to provide good imperceptibility and robust-
ness, simultaneously, the appropriate selection
of pixels is an important issue. For this pur-
pose, we can use a space/spatial-frequency
representation that is able to emphasize the
regions’ dynamics. Due to its good proper-
ties, a space/spatial-frequency representation
is obtained by using the two-dimensional S-
method. It improves the concentration com-
paring to the spectrogram. Also, complexity of
the realization does not significantly increase,
since the S-method is based on the short-time
Fourier transform, as well. Note that the num-
ber of components in the S-method is related

Fig. 1. Eigenvalues corresponding to: a) busy region,
b) flat region

to the number of eigenvalues and eigenvectors.
Thus, the eigenvalues will be used for pixels
classification.

In order to classify whether pixels belong to
flat or busy regions, we can implement the fol-
lowing steps:

Step 1) The two-dimensional short-time
Fourier transform is calculated according to
(5) by using N=20. Thus, the region of size
20x20 is considered around each pixel.

Step 2) Based on the short-time Fourier
transform, the S-method is calculated for
the central pixel (n1, n2)of the considered re-
gion according to (4), and it is denoted as
SMn1,n2(ω1, ω2). The low frequency content
is removed from SMn1,n2(ω1, ω2), to avoid
the influence of luminance component, and to
highlight details (dynamics of the region) lo-
cated at the middle frequencies.

Step 3) The RSM matrix is calculated for
each SMn1,n2(ω1, ω2)

Step 4) Decompose RSM into eigenvalues
and eigenvectors.

Step 5) The eigenvalues λn1,n2(i), i=1,. . .M,
obtained for the central pixel (n1, n2) are then
used for classification. In other words, the
eigenvalues corresponding to the flat region
should be significantly smaller than those from
the busy regions (Fig 1).

By assuming a floor value λ0, a support vector
can be defined as:

ξ(i) =

{
1, λn1,n2(i) > λ0
0, otherwise.

(15)

Then, the testing hypothesis could be defined
as:
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Ξ =
M∑

i=1

ξ(i)

h1
> ξ0
≤
h2
ξ0

, (16)

where h1 assumes a busy region, while h2 as-
sumes a flat region. Furthermore, the value
λ0 should provide a clear difference between
Ξ for busy and Ξ for flat regions, so that the
threshold ξ0can be easily set. Thus, numer-
ous experiments have been performed (with
different images and regions) in order to de-
termine the optimal value of λ0. It has been
shown that for λ0 = 0.5 · 104, Ξ is either 0
or 1 for all tested flat regions. On the other
hand, for busy regions, Ξ achieves significantly
larger values. Some illustrative examples are
reported in Table 1. Note that there is a signif-
icant gap between values of Ξ for busy and flat
regions providing precise pixels classification.
Thus, ξ0 could be set between the lowest Ξ ob-
tained for busy regions and the highest Ξ for
flat regions. It is important to note that the
classification can be performed by using small
number of eigenvectors, e.g. M=20, which is
more efficient and faster than the method pre-
sented in [9].

Choosing a proper value of N is also essen-
tial for the proposed algorithm. In particular,
N=20 was found to be optimal region size for
these applications. Otherwise, regions either
contain a mixture of busy and flat regions, or
do not contain sufficient information.

B. Watermark modelling procedure

In order to provide its imperceptibility,
the space/spatial-frequency characteristics of
the watermark should be adjusted to the
space/spatial-frequency coefficients of the host
signal [8]. Modelling of the watermark is
based on the trade-off between the robust-
ness and the imperceptibility. A watermark
modelled according to the low-frequency-high-
energy components is robust, but may cause
perceptual degradation. On the other side, a
watermark modelled according to the high fre-
quency components will not be robust enough.

Thus, in order to fulfil both the impercep-
tibility and robustness, the middle frequency
region is considered for watermarking:

Fig. 2. Illustration of the middle frequency region
within (ω1, ω2)

D =
{
(ω1, ω2) : a

2 < ω21 + ω
2
2 < b2

}
, (17)

where, b− a =
⌈
Ξ
2

⌉
.

The region D will be called the support region
and it is illustrated in Fig 2. The parameter a
denotes the width of the low frequency region
that should be avoided.
Note that the width of region D will change
depending on the number of eigenvalues Ξ,
selected by (15). A greater value Ξ reflects
higher number of significant components and
vice versa. Further, it has been experimen-
tally shown that the total width of frequency
region D could be approximately tied to Ξ (Fig
2). Thus, each frequency region will offer cer-
tain number of components depending on its
dynamics i.e. depending on Ξ.
Further, the short-time Fourier transform of a
starting 2-D pseudo-random sequence is used
to obtain the watermark whose space/spatial
frequency characteristics will be modelled ac-
cording to the region D :

STFTwat(n1, n2, ω1, ω2) = β · STFTp(D),
(18)

where STFTp is the short-time Fourier trans-
form of a pseudo-random sequence, while
STFTwat is the resulting short-time Fourier
transform of the watermark. The parameter
β controls the watermark strength.

C. Watermark embedding and detection pro-
cedure

A watermark embedding procedure is per-
formed in the space/spatial frequency domain,
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as follows [8], [9]:

STFTIw(n1, n2, ω1, ω2) =

= STFTI(n1, n2, ω1, ω2)+

+STFTwat(n1, n2, ω1, ω2), (19)

where STFTI andSTFTIware the short-time
Fourier transforms of the original and water-
marked image, respectively.
In order to retrieve the signal from its

space/spatial-frequency representation, the
concept of space-varying filtering/masking is
applied. Input of the space-varying filter is
STFTIw, while the support function is defined
as:

L(ω1, ω2) =

{
1 if |SMI(ω1, ω2)| > 0
0 otherwise.

(20)
The watermarked image pixel on the position
(n1,n2) is obtained as [8]:

Iw(n1, n2) =

=
1

2π

∑

ω1

∑

ω2

STFTIw(n1, n2, ω1, ω2)L(ω1, ω2).

(21)
Following the similar concept as in the embed-
ding process, the watermark detection is per-
formed, within a region D, by using the stan-
dard correlation detector in the space/spatial-
frequency domain:

Det =

Nw∑

i=1

[
∑

ω1

∑

ω2

STFTIw(D)STFTwkey(D)

]

,

(22)
where Nw is the total number of pixels selected
for watermarking. Since, the two-dimensional
space/spatial-frequency region is assigned to
each selected pixel, the actual number of com-
ponents used in the detection procedure is for
one order larger, providing a significant detec-
tion improvement. The detection performance
is tested by using the following measure of de-
tection quality [14], [15]:

R =
Dwr −Dww√
σ2wr + σ

2
ww

, (23)

Fig. 3. The pixels from busy image regions selected
according to the proposed procedure: a) F16, b)
Boat

where D and σ2 represent the mean value
and the standard deviation of the detector re-
sponses, while notations wr and ww indicate
the right and wrong keys (trials), respectively.
The probability of error Perr can be easily cal-
culated by using measure R, as follows:

Perr =
1

2
erfc(

R√
2
). (24)

The normal distribution of detector’s re-
sponses is assumed. Probability of detection
is obtained as Pd=1-Perr. By increasing the
value of measure R the probability of detec-
tion error decreases.

V. E+$�
������� R������

The advantages of the proposed watermark-
ing procedure are shown in this Section. The
various images are used in the experiments.
The STFT is calculated by using the regions
20x20 pixels, while the S-method is done with
L=3. The pixels belonging to the busy image
regions are determined according to the pro-
posed procedure. The selected pixels of images
F16 and Boat are given in Fig 3 (black points
are omitted). The watermark is modeled ac-
cording to (18) providing high PSNR=50dB.
The procedure is tested for various images and
we report the results for some of them. The
results are very similar for other images, as
well. The procedure is compared with pro-
cedures performed in spatial domain (Spatial
procedure), frequency domain (DCT proce-
dure), and space/spatial-frequency based pro-
cedure in [9].
Note that the comparison is done under the
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Fig. 4. Original (left) and Watermarked (right) image:
a) F16, b) Boat

same PSNR using the same number of water-
marked pixels: for image Lena — 4330 pixels,
Peppers — 4830, F16 — 3304, Boat — 6015 pix-
els, etc.
The original and watermarked images Boat

and F16 are shown in Fig 4. Furthermore,
the detection is performed within the corre-
sponding domain (spatial, DCT domain or
space/spatial-frequency domain) by using the
form of correlation detector for each proce-
dure. The results of watermark detection are
given in Fig 5.

The measures of detection quality are calcu-
lated and they are graphically presented. Note
that the proposed procedure provides the high-
est value of R, leading to the lowest proba-
bility of error. For each considered pixel, the
proposed procedure has a number of middle
frequency components on disposal. This num-
ber of components is adjusted to the region
dynamics and it depends on how busy the re-
gion is. Thus, it can provide successful re-
sults and improvements comparing to other
domains, even when relatively small number
of pixels is considered.
Additionally, the procedure is tested un-

der some commonly applied attacks, such as:
JPEG compression with quality 80, JPEG

Fig. 5. Comparison of measures of detection quality
R for different procedures and different images

compression with quality 50, impulse noise,
Gaussian noise, median filtering with mask
3x3, and average filter 3x3. The results for
a few of tested images are given in Fig 6.
One might observe that the proposed pro-

cedure provides better results even under at-
tacks. Observe that, the lowest measure of de-
tection quality is obtained for median filtering
procedure: the average value of R for different
test images is R ≈ 5, and its average probabil-
ity of error is Pe ∼ 10−7.

VI. C���������

Space/spatial-frequency analysis and the cor-
responding eigenvalue decomposition method
have been applied to provide an efficient im-
age watermarking method. The space/spatial-
frequency representation is obtained by using
the two-dimensional S-method. It has been
shown that the proposed eigenvalue decom-
position leads to an efficient procedure that
classifies pixels belonging to busy and flat re-
gions. Only the local frequency content corre-
sponding to pixels from busy regions are con-
sidered for watermarking, providing better im-
perceptibility. Furthermore, the middle fre-
quency components are used, while their num-
ber is also adapted to the dynamics of the
region. The space/spatial-frequency content
of the watermark is modelled according to se-
lected spectral components. Finally, the pro-
posed pixel selection method, together with
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Fig. 6. Measures of detection quality under different attacks: a) Lena, b) Peppers, c) F16, d) Boat

watermark modelling procedure, have been
reflected to the successful detection process,
based on the large number of coefficients in
the space/spatial-frequency domain.
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