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Robust S-transform based on L-DFT
Ervin Sejdíc and Igor Djurovíc

Abstract– Time-frequency representations of

signals obtained by the S-transform can be

very sensitive to the presence of α−stable noise.

In this letter, an algorithm for the robust S-

transform is introduced. The proposed scheme

is based on the L-DFT. The results of con-

ducted numerical analysis show a significantly

enhanced performance of the proposed scheme

in comparison to the standard S-transform.

I. I������	�
��

Time-frequency representations (TFR) in-
dicate variations of the signal spectral char-
acteristics with time, and they are the nat-
ural choice as an analysis tool for the non-
stationary signals [1]. The main objectives
of the various types of time-frequency distri-
bution functions (e.g., Wigner-Ville distrib-
ution (WVD) [1], short-time Fourier trans-
form (STFT) [1], the S-transform [2]) are to
obtain time-varying spectral density function
with higher resolution, and to overcome any
existing interferences [1].
In this paper, we address the performance of

the S-transform for signals contaminated with
α−stable noise (e.g., [3]). Previous contribu-
tions only addressed the performance of tradi-
tional TFRs (e.g., the WVD and STFT in [4]),
while the S-transform is a hybrid of short-time
Fourier analysis and wavelet analysis. It em-
ploys variable window length producing higher
frequency resolution at lower frequencies and
sharper time localization for higher frequen-
cies. This property of the S-transform makes
it particularly suitable for the analysis of sig-
nals with hyperbolic or sinusoidally modulated
components. In addition, the phase informa-
tion provided by the S-transform is referenced
to the time origin, and therefore provides sup-
plementary information about spectra which is
not available from locally referenced phase in-
formation obtained by the continuous wavelet
transform [2]. For this reason, the S-transform
has already been applied in many fields (e.g.,
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[5]). Nevertheless, the S-transform exhibits
very poor performance for signals contami-
nated with α−stable noise (i.e., impulse noise).
In order to resolve this issue we propose an al-
gorithm for the robust S-transform based on
the L-DFT. The results of the numerical analy-
sis show that the proposed scheme achieves sig-
nificantly enhanced performance.

II. P����
�� S	����

The standard S-transform of a function x(t)
is given by a convolution integral as [2]:

Sx(t, f)

=

∫ +∞

−∞

x(τ)w(t− τ , f) exp(−j2πfτ)dτ (1)

where a window function used in S-transform
is actually a scalable Gaussian function defined
as

w(t, f) =
1

σ(f)
√
2π
exp

(
− t2

2σ2(f)

)
(2)

with a constraint
∫ +∞
−∞

w(t− τ , f)dτ = 1. The
advantage of the S-transform over the STFT is
that the variance σ(f) is actually a function of
frequency, f , defined as σ(f) = 1/ |f |. If only
discrete samples of the continuous signal are
available, the S-transform is implemented us-
ing the discrete Fourier transform (DFT) [2].
However, given that the standard DFT is sen-
sitive to the impulse noise, then the represen-
tation obtained by the S-transform is greatly
influenced by such noise. In order to alleviate
these effects, we propose the implementation
of the S-transform using the L-DFT [4]. The
L-DFT is introduced as a trade-off between
robustness to the impulse noise influence and
quality of the spectra estimate.
Assume that we have N samples of x(t) ob-

tained with a sampling period Ts. Then, the
robust estimate of the S-transform is given by

Sx(n, k) =
1

N

N−1∑

m=0

XL (k +m)
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×W (m,k) exp (−j2πmn/N) (3)

where W (m,k) is the DFT of the discretized
window function and XL (k) is given by

XL (k) =
N−1∑

q=1

βqr(q) (k) + j
N−1∑

q=1

βqi(q) (k)

(4)
with n, k(m) = 0, .., N − 1 represent-
ing discretized time and frequency; r(q) (k)
and i(q) (k) belonging to the sets R =
{Re{Nx(n) exp (−j2πkn/N)} : n ∈ [0,N −
1]} and I = {Im {Nx(n) exp (−j2πkn/N)} :
n ∈ [0, N − 1]}, respectively, sorted into the
nonincreasing sequences. In this paper, we im-
plement the trimmed mean form of the L-DFT
[4], where βq coefficients in the above equation
are given as

βq =






1
4γ+N(1−2γ)

q ∈ [(N − 2)γ,
γ (2−N) +N − 1]

0 elsewhere
.

(5)
The proposed implementation of the S-

transform, given by eqn. (3), reduces to the
standard S-transform for γ = 0, while for
γ = 0.5 we obtain the robust median-based
S-transform. In general, the proposed scheme
provides us with a trade-off between spectra
quality and impulse noise removal for γ ∈
]0, 0.5[.

III. R�
���
 ��� D

	�


��

We begin the performance analysis of the al-
gorithm with an analysis of the following sig-
nal:

x1(t) = cos

(
800π

3
(t− 0.5)3 + 30πt

)

+cos
(
30πt+ 40πt2

)
; (6)

where 0 ≤ t < 1, and the assumed sampling
period is Ts = 1/256 seconds. The signal is
contaminated with additive α-stable noise. In
particular, we used Cauchy noise (α = 1) with
the dispersion factor equal to 0.1.
The signal consists of two components: a

linear FM component and a component with
a hyperbolic frequency behavior. Using the
standard algorithm, shown in Fig. 1(b), we

cannot detect the components, since the noise
completely masks these components in the
time-frequency domain. Very similar results
are obtained with the realization of the S-
transform based on the median-filtered DFT
as shown in Fig. 1(f). Improvements in the
component localizations, i.e., the ability to de-
tect the presence of both components, can be
noticed when the S-transform is implemented
with the L-DFT, as shown in Figs. 1 (c)-(e).
In particular, as the value of γ descreases, we
can observe a higher energy localization in the
time-frequency domain. The presence of two
components becomes rather obvious even in
strong noise.
In order to understand the effects of the pro-

posed S-transform implementation on the es-
timation of instantaneous frequency (IF), we
consider the following signal:

x2(t) = sin(110πt+ 4π cos(4πt)) (7)

where x2(t) is only defined in the interval given
by 0 ≤ t < 1, and the sampling period is
Ts = 1/256 seconds. The signal is contam-
inated with additive α-stable noise (α = 1),
whose dispersion factor is varied between 0.025
and 0.25 in steps of 0.025. The IF is estimated
from the peaks of the magnitude of the time-
frequency transform [6], and the mean square
error (MSE) of the estimator is evaluated for
the standard S-transform and the S-transform
based on L-DFT with varying γ parameter
(γ = {0, 0.125, 0.250, 0.375, 0.5}). The error is
defined as a difference between the true value
of the IF and the estimated value. The MSE
values represent an average of 4000 realiza-
tions.
The results in Fig. 2(d) demonstrate the

behavior of the instantaneous frequency esti-
mator based on the various implementations
of the S-transform. The best performance is
achieved for γ = 0.125. In general, it is clear
that the L-DFT based S-transform produces
smaller MSE in comparison to the standard
S-transform, and hence, a more accurate esti-
mation of the instantaneous frequency. Such
a behavior of the estimator is explained by
TFRs of x2(t) generated by the standard S-
transform and the L-DFT based transforms
with γ = 0.25 and γ = 0.5, depicted in Figs.
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Fig. 1. Various realizations of the S-transforms: (b) standard S-transforms; and several realizations of the
robust S-transform: (c) γ = 0.125; (d) γ = 0.250; (e) γ = 0.375; (f) γ = 0.5. Time-domain representation
of noise-free x1(t) is depicted in (a).

2 (a)-(c), obtained for the dispersion factor
equal to 0.15. From these representations, it
is clear that the robust S-transform is capable
of tracking the sinusoidally modulated com-
ponent. On the other hand, the standard S-
transform exhibits a very poor performance as
shown in Fig. 2 (a).

IV. C��	��

��

A novel approach for diminishing the effects
of α−stable noise on the time-frequency repre-
sentations of non-stationary signals obtained
by the S-transform has been proposed. The
new algorithm is based on the L-DFT. The
conducted numerical analysis showed that the
new scheme significantly enhanced the time-

frequency representations of non-stationary
signals contaminated with the impulse noise.
Additionally, for such signals the robust S-
transform provided a more accurate approach
for the instantaneous frequency estimation
than the standard S-transform.
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Fig. 2. Various realizations of the S-transform: (a) standard form (γ = 0); (b) L-DFT based transform
(γ = 0.25); (c) median-based transform (γ = 0.5). Mean square error for instantanteneous frequency
estimation (d).
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