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Abstract—A simple algorithm based on discrete chirp Fourier transform (DCFT) is used for the chirp signal parameters estimation in impulse noise environments. A modification of the DCFT is introduced in order to produce accurate estimates in this case. This modification, called the robust DCFT, produces highly accurate results in impulse noise environments, while for the Gaussian noise it is only slightly worse than the standard one. Generalization to the parametric estimation of polynomial phase signals is given. It is based on the robust form of the integrated generalized ambiguity function (IGAF). We applied the IGAF-based procedure on the signal filtered by using the robust filter designed in the frequency domain.

I. INTRODUCTION

Numerous methods exist for frequency modulated (FM) signal parameters estimation in the Gaussian noise environment [1]-[4]. In particular, methods based on time-frequency (TF) analysis are proposed in [5]-[8] for linear FM (chirp) signal parameters estimation. Signal parameters are estimated by using projections of the TF representations along assumed instantaneous frequency lines. Other techniques are related to the fractional Fourier transform [9]-[11]. Third group of techniques is based on the signal auto-correlation function as a higher order ambiguity function [12]. In principle, most of the mentioned approaches can be reduced to the de-chirping and sinusoidal signal analysis. A simple de-chirping technique for discrete-time signals is proposed in [13]. It is based on the discrete chirp Fourier transform (DCFT). This technique can be understood as a discrete-time version of the maximum likelihood (ML) estimator for continuous-time signals from [4]. It has been shown in [13] that the maximum of side lobes, in the DCFT, is smallest for a prime number of considered samples. Therefore, the best separation of close signal components in the parameter space, as well as high accuracy in the presence of significant amount of Gaussian noise, can be achieved for a sequence with prime lengths.

In numerous practical situations, noise environment cannot be modeled with the Gaussian probability density function (pdf). Namely, due to the natural disturbances (caused by atmospheric or underwater phenomena) or man-made disturbances (for example, effects in power lines), the resulting noise has very high values with a rare occurrence\(^1\). These disturbances are usually modeled by long-tailed pdfs. Classical spectral estimators, like, for example, the Fourier transform (FT), or estimators of non-stationary signal spectra, such as the TF representations, are very sensitive to this kind of noise. Therefore, new approaches are required to handle parametric estimation of FM signal parameters in impulse noise environments. Fundamental approaches for handling data in impulse environments are proposed (or systematized) by Huber [14], [15]. Three basic groups of approaches for signal parametric estimation in impulse noise environments are proposed: M-, L- and R-estimates. In the case of M-estimates, a class of noises has been considered and the ML estimate for the noise from this class having the longest tail is used as the estimate for the entire class. This estimate is worse than any particular ML estimate for noises from the considered class, but it produces relatively accurate results for the entire class. For numerous classes considered in practice, the Laplacian noise is the worst one. Commonly, the M-estimate is designed as the ML estimate for the Laplacian noise environment. The L-estimates

\(^1\)Under high magnitude noise we assume disturbances several times larger than the signal amplitude.
are based on the order statistics. They are suitable for signal denoising and parametric estimation in mixed Gaussian and impulse noise environments. In the past 20 years these estimates have found numerous applications in signal processing. Important field for application of this concept is nonlinear filtering of digital images [16]. The R-estimates are based on the rank tests. Since this group of techniques is assumed to be computationally very demanding, with similar results as the L-estimate, it will remain outside the scope of this paper.

Based on the Huber’s derivations, Katkovnik [17] developed the robust periodogram (i.e., the robust Fourier transform). Robust forms of the discrete unitary transforms and TF representations have been introduced recently [17]-[23]. These transforms are used for non-parametric spectral estimation.

Efficient methods for polynomial-phase FM signals parametric estimation are proposed for the Gaussian noise environment [1], [2], [13], [24], [25]. The goal of this paper is to develop techniques for parametric estimation of FM signals embedded in impulse noise environments. In the first step, an extension of the DCFT is proposed for parametric estimation of chirp signal parameters in impulse noise environments. In the next step, an approach based on the integrated generalized ambiguity function (IGAF) [24], has been modified for parametric estimation of higher order polynomial phase signals embedded in impulse noise environments. Note that the IGAF based approach is very efficient since two parameters are estimated in each algorithm stage, avoiding search over a large set of parameters. The L-filter form of DCFT and IGAF are used for estimation. Reasons for using L-estimates in this research are: (a) The resulting noise in the IGAF can be considered as a mixture of Gaussian and impulse noise, even for Gaussian input noise [20], [21]; (b) The M-estimates, that are robust to the impulse noise influence, can introduce spectral distortion, since they are commonly produced by a small number of signal samples. It is shown that the L-filter form produces accurate results for impulse noise environments, while its behavior is similar to the standard one for the pure Gaussian noise [20], [21]. Analysis of multicomponent signal estimation is performed, as well.

The paper is organized as follows. An overview of the robust FT forms is given in Section II. The DCFT and the proposed modification are considered in Section III. Generalization for the polynomial phase signals case is done in Section IV. Two forms of IGAF modification are proposed: one is based on the L-filter form of the kernel function, while in the other form impulse noise has been filtered in an initial stage by using the denoising technique from [26]. Numerical study covering different noise environments and multicomponent signals is presented in Section V. Concluding remarks are given in Section VI.

II. ROBUST FT

Consider a signal \( x(n) = f(n) + \nu(n) \), where \( f(n) \) is the useful signal component, while \( \nu(n) \) is a white noise that can be of impulse nature, with statistically independent real and imaginary parts, \( E\{\nu(n)\} = 0 \), \( E\{\text{Re}\{\nu(n)\}\} \text{Im}\{\nu(n)\} = 0 \). Consider estimation of the useful signal’s FT defined by:

\[
F(k) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} f(n) W_N^{nk} = \text{mean}\{\sqrt{N} f(n) W_N^{nk} | n \in [0, N)\},
\]

\( k \in [0, N) \),

(1)

with \( W_N = \exp(-j2\pi/N) \), based on noisy observations. The standard DFT of signal \( x(n) \), \( X(k) = \text{mean}\{\sqrt{N} x(n) W_N^{nk} | n \in [0, N)\} \), can be obtained as a solution of the following optimization problem:

\[
X(k) = \arg\min_m J(k; m),
\]

\[
J(k; m) = \sum_{n=0}^{N-1} F(e(n, k; m)),
\]

(2)

where \( F(e) = |e|^2 \) is the loss function, while the error function is given by:

\[
e(n, k; m) = \sqrt{N} x(n) W_N^{nk} - m.
\]

(3)
Definition (2) is formally the same as the optimization problem employed for the moving average filter definition [16]. The standard DFT is the ML estimate of signal spectra for the Gaussian noise environment (in the same way as the output from the moving average filter is the ML estimate of the signal corrupted by the Gaussian noise).

However, both these linear solutions have poor accuracy for an impulse noise environment. This is the reason for introducing other loss function forms. Application of the loss function \( F(e) = |e| \) results in the median filter [16]. The median filter output is the ML estimate of the signal corrupted by the Laplacian noise. In addition, this filter is a very accurate tool for almost all impulse noise environments. These facts have motivated application of the median filter form \( e \) to the optimization problem defined by (2), (3). Due to the complex-valued nature of (2), (3), the robust M-DFT cannot be given in a closed form expression, but only in an implicit form [17], [18]:

\[
X_R(k) = \frac{1}{\sum_{n=0}^{N-1} |\sqrt{N}x(n)W_N^{nk}|} \sum_{n=0}^{N-1} \frac{x(n)W_N^{nk}}{|\sqrt{N}x(n)W_N^{nk} - X_R(k)|},
\]

For calculation of \( X_R(k) \) it is necessary to use an appropriate iterative procedure.

In order to avoid handling the iterative procedures, a separable loss function

\[
F(e) = |\text{Re}(e)| + |\text{Im}(e)|
\]

is used in [19]. For minimization problem (2), and loss function (5) the marginal-median form of the DFT follows [19]:

\[
X_R(k) = \text{median}\{\text{Re}\{\sqrt{N}x(n)W_N^{nk}\}|k \in [0, N]\}
\]

\[
+j\text{median}\{\text{Im}\{\sqrt{N}x(n)W_N^{nk}\}|k \in [0, N]\},
\]

Two reasons motivated introduction of the L-filter forms in the robust spectral analysis [26]:

- spectral distortion that can be introduced by the median-filter form (6).

Reason for spectral distortion is in the fact that in the robust FT realization the FT is replaced with one or two modulated signal samples;

- the L-filter can produce accurate spectra estimate for a mixture of the Gaussian and impulse noise environment.

The L-filter form of the DFT can be defined as [20], [21]:

\[
X_L(k) = \sum_{n=0}^{N-1} a_n[r_n(k) + j\nu(k)],
\]

where \( \sum_{n=0}^{N-1} a_n = 1, \ r_n(k) \) and \( i_n(k) \) represent values from the sets \( R(k) = \{\text{Re}\{\sqrt{N}x(n)W_N^{nk}\}|n \in [0, N]\} \) and \( I(k) = \{\text{Im}\{\sqrt{N}x(n)W_N^{nk}\}|n \in [0, N]\}, \ r_n(k) \in R(k), \ i_n(k) \in I(k), \ n \in [0, N] \), sorted into nondecreasing order: \( r_i(k) \leq r_{i+1}(k), \ i_n(k) \leq i_{n+1}(k) \). For \( a_0 = 1/N, \) for all \( n = 0, 1, \ldots, N-1 \) this transform is reduced to the standard DFT, while for \( a_{(N-1)/2} = 1 \) and \( \nu_k = 0, \) for \( k = (N-1)/2 \) (odd \( N \) is assumed) it is reduced to the marginal-median form (6).

Here, we will use the \( a \)-trimmed form of the L-filter with coefficients \( a_n \) given by [20]:

\[
a_n = \begin{cases} 
1/(2a - 2N) + N, & n \in [(N-1)a, N - 1 - (N-1)a] \\
0, & \text{elsewhere},
\end{cases}
\]

where \( a = 0 \) produces the standard FT (1), while for \( a = 0.5 \) the median filter form (6) follows. Selected values of filter parameter \( a \) within the range \( 0 < a < 0.5 \) can produce solution robust to both the Gaussian and impulse noise, avoiding spectral distortion effects.

III. ROBUST DISCRETE CHIRP-FT

A. Standard Discrete Chirp FT

Consider parameters estimation of a chirp signal,

\[
f(n) = AW_N^{-nk_0 - n^2l_0 - \nu}, \quad n \in [0, N],
\]

from noisy observations \( x(n) = f(n) + \nu(n) \).

We will assume that \( k_0 \) and \( l_0 \) are integers. Signal phase is denoted by \( \nu \), \( \nu \in [0, 2\pi] \).
The discrete chirp-FT defined in [13],
\[
X_C(k, l) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} x(n) W_N^{nk+nl},
\]
\[(k, l) \in [0, N), \quad (10)\]
achieves maximum for the non-noisy signal (9) at the position corresponding to the signal parameters
\[
(k_0, l_0) = \arg \max_{(k, l)} |X_C(k, l)|. \quad (11)
\]
These parameters can be estimated for noisy signals by using the previous relation. A special case of the discrete chirp-FT is the discrete Fourier transform \(X(k) = X_C(k, 0)\). Analysis of estimator (11) and its continuous time counterpart for Gaussian noise environment is given in [4], [6], [13], [27], [28]. This solution is not efficient in an impulse noise environment. In order to treat this kind of problems, here we propose the robust discrete chirp-FT.

### B. Robust discrete chirp-FT

By analogy with the robust DFT, the robust L-filter form of the discrete chirp-FT can be defined as:
\[
X_{LC}(k, l) = \sum_{n=0}^{N-1} \alpha_n |r_n(k, l) + j_i_n(k, l)|, \quad (12)
\]
where \(r_n(k, l)\) and \(i_n(k, l)\) represent values from the sets \(R(k, l) = \{\text{Re}\{\sqrt{N}x(n) W_N^{nk+nl}\} | n \in [0, N)\}\) and \(I(k, l) = \{\text{Im}\{\sqrt{N}x(n) W_N^{nk+nl}\} | n \in [0, N)\}\), \(r_n(k, l) \in R(k, l), i_n(k, l) \in I(k, l), n \in [0, N)\), sorted into nondecreasing order: \(r_1(k, l) \leq r_{i+1}(k, l) \leq i_1(k, l) \leq i_{i+1}(k, l)\). Here, we will use the weighting coefficients \(\alpha_n\) given by (8), when \(X_{LC}(k, l)\) is an \(\alpha\)-trimmed mean.

The parameters estimate can be obtained from:
\[
(k_0, l_0) = \arg \max_{(k, l)} |X_{LC}(k, l)|. \quad (13)
\]
For \(\alpha_n = 1/N\), for all \(n = 0, 1, ..., N-1\), this transform is reduced to the standard DCFT (10).

### C. Breakdown Point of the Algorithm

The breakdown concept is introduced in the robust estimation theory in [29]. For a finite number of samples it is the smallest percentage of observations that must be replaced by arbitrary values in order to force an estimator to produce values arbitrary far from the parameter values generated by non-noisy data. For standard transforms (DFT and DCFT) the breakdown point is 1/N, since only one sample can make an arbitrary estimate. The breakdown point in the \(\alpha\)-trimmed is \([\frac{(N-1)\alpha + 1}{N}\] / N. Note that the breakdown point is the same for any L-filter form (with the same number of non-zero values of \(\alpha_i\)) and the corresponding \(\alpha\)-trimmed mean filter. Roughly speaking, it means that inaccurate results can be expected if probability of impulse appearance is higher than \([\frac{(N-1)\alpha + 1}{N}\] / N. In our application the real part of the resulting noise in (10) is given as:
\[
\nu_{\text{Re}}(n; k, l) = \text{Re}\{\nu(n)\}
\]
\[
\times \cos(2\pi nk/N + 2\pi n^2 l/N) + \text{Im}\{\nu(n)\} \sin(2\pi nk/N + 2\pi n^2 l/N). \quad (14)
\]
A similar conclusion holds for the imaginary part. It can be seen that if the probability of impulses in both real and imaginary parts of the input noise is \(p\), then the probability that impulses will affect resulting noise is \(2p - p^2\). For example, it can be expected that a median form exhibits inaccurate behavior for \(2p - p^2 \geq 0.5\), i.e., \(p \geq 1 - \sqrt{2}/2\), while for \(\alpha = 1/4\) it is the case for \(2p - p^2 \geq 0.25\), i.e., \(p \geq 1 - \sqrt{3}/2\). These results are proven within the numerical study.

From this analysis it can be concluded that higher values of \(\alpha\) produce representations more robust to the impulse noise influence. However, higher \(\alpha\) means also that smaller number of signal samples is used to produce the estimate, and, therefore, it means higher spectra distortion. This effect is numerically analyzed in [26], where it is shown that for a very wide range of \(\alpha\), between two limit values \(\alpha = 0\) and \(\alpha = 0.5\), the results are satisfactory.
IV. POLYNOMIAL PHASE SIGNALS

A de-chirping procedure similar to that from Section III can be implemented for parametric estimation of general polynomial phase signals. Unfortunately, multidimensional search can be very demanding. This is the reason why numerous sub-optimal strategies are proposed in this area. Here, we will mention the method derived by Peleg, Porat and Friedlander [1], [30], [31], as well as the method presented in [2]. A modification of the integrated generalized ambiguity function (IGAF) [24] will be used in this paper for the parameter estimation of polynomial phase signals embedded in an impulse noise. Consider a polynomial phase signal:

\[ f(n) = A \exp \left( j \sum_{m=0}^{M} a_m n^m \right). \]  

(15)

The signal is corrupted by a white noise \( \nu(n) \) with independent real and imaginary parts, \( x(n) = f(n) + \nu(n) \). Without loss of generality it will be assumed that the highest order of polynomial \( M \) is known in advance. In [24], the Gaussian noise environment is assumed, while we will here consider noise that can be of impulse nature. A generalized kernel function is defined recursively as:

\[ K_x^M(n; \tau_1, ..., \tau_{M-1}) = K_x^{M-1}(n + \tau_{M-1}; \tau_1, ..., \tau_{M-2}) \]
\[ \times K_x^{M-1}(n - \tau_{M-1}; \tau_1, ..., \tau_{M-2}), \]  

(16)

and \( K_x^1(n) = x(n) \) is the initial step. The IGAF is defined as:

\[ P_x^M(g, h) = \frac{1}{2} \sum_{\tau_1} \ldots \sum_{\tau_{M-2}} |\mathcal{P}(\{, ; \tau_\infty, ..., \tau_{M-\epsilon}\})|^2, \]  

(17)

where:

\[ \mathcal{P}(\{, ; \tau_\infty, ..., \tau_{M-\epsilon}\}) = \sum_{\xi} K_x^{M-1}(\xi; \tau_1, ..., \tau_{M-2}) \]
\[ \times \exp \left( -j2^{M-2}(g\xi + h\xi^2/2)\prod_{m=1}^{M-2} \tau_m \right). \]  

(18)

For non-noisy signal the IGAF \( P_x^M(g, h) \) is maximized for \( h = a_M \) and \( g = a_{M-1} \). Therefore, the estimation of \( a_M \) and \( a_{M-1} \) can be performed as:

\[ (\hat{a}_{M-1}, \hat{a}_M) = \arg \max_{(g,h)} P_x^M(g, h). \]  

(19)

After de-chirping:

\[ x^{(1)}(n) = x(n) \]
\[ \times \exp \left( -j\hat{a}_M n^M/M! - j\hat{a}_{M-1} n^{M-1}/(M-1)! \right), \]  

(20)

the next two coefficients of the polynomial phase signal \( (a_{M-2}, a_{M-2}) \) can be estimated by using the IGAF \( P_x^{M}(g, h) \). In this way, two coefficients of the polynomial phase signal are estimated in each algorithm stage. Unfortunately, error in estimation of the higher order coefficients propagates to the estimates of low order coefficients. For \( M = 2 \), the proposed approach can be reduced to the discrete chirp-FT. This method is very accurate. It approaches the Cramer-Rao lower bound derived in [32] for a relatively high amount of Gaussian noise [24], but it is sensitive to even small amount of impulse noise.

Two approaches for estimation of the polynomial phase signals parameters in the impulse noise can be employed. The first one is a straightforward extension of the robust DCFT approach, where, instead of \( \mathcal{P}(\{, ; \tau_\infty, ..., \tau_{M-\epsilon}\}) \), we use:

\[ \mathcal{P}(\{, ; \tau_\infty, ..., \tau_{M-\epsilon}\}) = \sum_{n=0}^{N-1} a_n[\mathbf{r}_x(n; g, h; \tau_1, ..., \tau_{M-2})] \]
\[ + j\mathbf{i}_x(n; g, h; \tau_1, ..., \tau_{M-2})], \]  

(21)

where \( \mathbf{r}_x(n; g, h; \tau_1, ..., \tau_{M-2}) \) and \( \mathbf{i}_x(n; g, h; \tau_1, ..., \tau_{M-2}) \) are elements from the sets

\[ \{\text{Re}[K_x^{M-1}(\xi; \tau_1, ..., \tau_{M-2})] \}

and

\[ \{\text{Im}[K_x^{M-1}(\xi; \tau_1, ..., \tau_{M-2})] \}. \]
× \exp \left\{-j^{2M-2} (g\xi + h\xi^2/2)\prod_{m=1}^{M-2}T_m\right\}, \\
\xi \in [0, N]\right\}
\right.
\tag{22}
\end{align}

and
\begin{align}
\{\text{Im}[K_x^{M-1}(\xi; \tau_1, \ldots, \tau_{M-2})] \\
\times \exp \left\{-j^{2M-2} (g\xi + h\xi^2/2)\prod_{m=1}^{M-2}T_m\right\}, \\
\xi \in [0, N]\right\}
\tag{23}
\end{align}

respectively, sorted in the nondecreasing order. Coefficients $a_n$ given by (8) are used. The function $P_n(\xi), \tau_\infty, \ldots, \tau_{M-\alpha}$ is applied in (17) instead of $P(\xi), \tau_\infty, \ldots, \tau_{M-\alpha}$. Then, the procedure can be conducted as in the previous cases. We will denote this form of the IGAF as $P_x^{M, \alpha}(g, h)$. The main problem in this approach is in a low breakdown point of the algorithm. For example, consider $K_x^2(\xi; \tau_1) = x(\xi + \tau_1)^2/\tau_1 - K_x^2(\xi; \tau_1) + r_{f_0}(\xi; \tau_1)$, where $r_{f_0}(\xi; \tau_1) = f(\xi + \tau_1)\nu^*(\xi - \tau_1) + \nu(\xi + \tau_1)\nu(\xi - \tau_1)$. Let the impulse appearance probability in both real and imaginary part of noise $\nu(\tau)$ be $p$. Then, probability of impulse appearance in the resulting noise $r_{f_0}(\xi; \tau_1)$ is $1 - (1-p)^4 = 4p^2 - 4p^4$. For example, if the input noise impulse probability is $p = 0.1$, the resulting noise will be influenced by impulse noise with probability of $\approx 0.34$. If the $a-$trimmed filter, with parameter $a$, is used to produce the robust estimate, then the breakdown point is the largest $p$ that gives $4p^2 - 4p^4 < a$. In the case of median-filter form of the IGAF, i.e., $a = 0.5$, the breakdown point is $p = 0.1591$, while for $a = 0.25$ it is only $p = 0.0694$. Note that the usage of higher order kernel functions causes decrease of the algorithm breakdown point. Namely, for $K_x^2(\xi; \tau_1, \tau_2)$ the breakdown point for $a = 0.5$ (median filter realization of the IGAF) is $p = 0.083$, while for $a = 0.25$ it is only $p = 0.0353$.

The second approach, that can be more accurate in this case, is based on the filtering (de-noising) of FM signals in the first stage and on performing the standard IGAF based procedure for this signal. Three forms of the robust filters of signals with high frequency content are proposed so far:
- myriad and median filters admitting negative weights [33];
- robust filters designed in the frequency domain [26];
- filters based on the minimax description length based thresholding in the wavelet domain [34].

Here, we will perform the robust filtering in the frequency domain based on the robust L-filter form of the DFT. The filtered signal can be calculated as:
\begin{equation}
\tilde{x}_L(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_L(k)W^{-nk}_N, \, n \in [0, N]
\end{equation}
where $X_L(k)$ is the L-filter form of the DFT (7). In the next step, estimation of signal parameters is done, as in the case of the standard IGAF procedure. This IGAF form will be denoted by $\hat{P}_x^{M, \alpha}(g, h)$, where $a$ is the corresponding parameter in the $\alpha-$trimmed mean DFT form used in (24) for signal filtering. The main advantage of the proposed approach is in a higher breakdown point (the same as in the previously described robust DFT and robust DCFT based on the L-filter form) than in the case of the first approach.

V. Numerical Study

A. Monocomponent Chirp Signal

Signal $f(n) = W^{-nk_0 - n^2l_0}_N$, with $(k_0, l_0) = (12, 2)$, is assumed. Prime number $N = 67$ of samples is used. As the accuracy measure we have used the number of exact estimates of $(k_0, l_0)$ parameters for various noises and various values of $a$ in (8), in 100 trials. Numerical study of accuracy of the robust DCFT is performed for numerous noise environments, including the $\alpha-$stable noise [35], mixed (contaminated) Gaussian noise [36], etc. For the sake of brevity, here we present results for the mixed Gaussian and Poisson noise environ-
where \( p/\text{impulses} \) is the same, we set impulses to be noises with probability of impulse appearance. Results obtained by using the standard approach to the impulse noise environment. Roughly speaking, white color represents accuracy in all 100 trials while pure black depicts no accurate trial.

![Accuracy of the standard DCFT and robust DCFT forms for various \( a = 0.1, 0.2, 0.3, 0.4, 0.5 \). Accuracy measure is depicted in gray shades. Pure white represents accuracy in all 100 trials while pure black depicts no accurate trial.](image)

Realizations of the standard and the robust discrete chirp-FT form, in the case of Gaussian noise with \( \sigma = 1 \), and the Poisson noise for 15% of impulses, are shown in Fig. 2. For the Gaussian noise, both the standard form for \( a = 0 \) and the robust form for \( a = 0.4 \), ex-
hibit clear maxima of $|X_L(k,l)|$ at the correct position $(k_0, l_0)$. However, it can be observed that the standard transform behaves slightly better, i.e., values of $|X_L(k,l)|$ outside $(k_0, l_0)$ are higher in the case of the robust form than in the case of the standard one. In the second example for the Poisson noise, the standard discrete chirp-FT is useless, Fig. 2c. In this case the robust form is still accurate, with position of the true maximum being clearly emphasized, Fig. 2d.

B. Multicomponent Chirp Signals

In this group of experiments we considered three- and four-component signal cases:

$$x(n) = \sum_{i=0}^{m-1} W_{N}^{-nk_{im}-n^2l_{im}}.$$  \hspace{1cm} (26)

For three-component signal, $m = 3$, parameters are $(k_{i3}, l_{i3}) = (12, 2), (49, 35), (18, 24)$. In the case of a four-component signal, $m = 4$, we assumed $(k_{i4}, l_{i4}) = (44, 57), (36, 65), (53, 10), (55, 12)$. A four-component signal case is shown in Fig. 3. Similar conclusions as in the case of monocomponent signals can be drawn from these figures. Namely, in the case of a pure Gaussian noise (see Fig. 3a), the standard DCFT produces clear peaks corresponding to parameters of the signal components. These peaks can also be recognized in the case of the robust counterpart of this transform, the signal components can be easily seen. These facts confirm our previous considerations. The robust forms are slightly worse than the standard form in the case of a pure Gaussian noise. In impulse noise the standard DCFT is useless, while the robust forms behave accurately.

In order to reaffirm these conclusions we present numerical analysis of the DCFT forms...
for noise environments. Ratio between its mean value at the true signal positions, in parameter space \((k_{im}, l_{im})\), and the mean value in the entire \((k, l)\) plane:

\[
B = \frac{1}{m} \sum_{i=0}^{m-1} \frac{|X_{LC}(k_{im}, l_{im})|}{\sum_{k,l} |X_{LC}(k,l)|},
\]

with

\[
B = \frac{m}{15} \sum_{i=0}^{15} \frac{|X_{LC}(k_{im}, l_{im})|}{\sum_{k,l} |X_{LC}(k,l)|},
\]

is used as a quality measure of the DCFT forms. This ratio is evaluated for the Gaussian and Poisson noise in Monte-Carlo simulation with 100 trials. The left column of Fig. 4 depicts results obtained for three-component signal, while corresponding results for the four-component signal are given in the right column. The first row (Figs. 4a,b) presents results for pure Gaussian noise. It can be seen that the best results are produced for the standard form. Also, it can be noted that the ratio \(B\) decreases as \(a\) increases, i.e., worse results are achieved for the \(\alpha\)-trimmed forms with higher \(a\). In the case of Poisson noise (Figs. 4c,d) the standard discrete chirp-FT produces the worst ratio \(B\). Only in the range of a small impulse noise probability (less than 1%) it is better than the robust forms. Note that in this case 1% of impulses is smaller than the breakdown point of the standard transform, that exhibits \(1/N = 1/67\). For higher \(p\) it behaves poorly. Reason why the standard form could produce better results for very small percentage of impulse noise appearance is in nonlinearity introduced by the robust methods. Ratio \(B\), as a function of \(a\), is depicted in Fig. 4e-h. Three and four component signal cases, for pure Gaussian noise environment and a fixed signal to noise ratio, are given in Figs. 4e and 4f, respectively. It can be seen that \(B\) decreases almost linearly for \(SNR = 20\)dB and \(SNR = 0\)dB, while for very high noise, \(SNR = -20\)dB, the obtained ratio is almost constant. In the case of a pure Poisson noise (depicted results are obtained for \(p = 1\%, p = 10\%, p = 25\%\) and \(p = 35\%\)) ratio \(B\) increases to the breakdown point, corresponding to the considered noise case, and

Fig. 3. Discrete chirp-FT \(|X_L(k, l)|\) for multicomponent signal: (a) Gaussian noise \(\sigma = 1\) and \(a = 0\); (b) Gaussian noise \(\sigma = 1\) and \(a = 0.4\); (c) Poisson noise 15% and \(a = 0\); (d) Poisson noise 15% and \(a = 0.4\).
after that it slightly decreases, Figs.4g and 4h. However, for a wide range between the breakdown point and \( a = 0.5 \), results are almost the same. From Figs.4g and 4h can be noticed that the standard DCFT produces better results for \( p = 1\% \) of impulses than robust counterparts with \( a > 0.25 \). It can be concluded from Figs.4g and 4h that in impulse noise environments, with at least several percents of impulses, good empirical value of parameter \( a \) could by anywhere within \( a \in [0.25, 0.45] \). However, a question how precisely to select parameter \( a \) in the \( \alpha \)–trimmed mean form of the robust DCFT in order to obtain the best results, remains to be addressed. It is an important issue in all techniques based on the robust statistics methods. An approach proposed by [37] has been recently applied in [38] for selection of the parameter \( a \) in signal denoising based on the robust FT. Obtained results are encouraging. Our plan is to apply them in the case of robust DCFT.

C. IGAF - Monocomponent signal

Consider a signal with cubic phase:

\[
f(n) = \exp(ja_3n^3/6 + ja_{21}n^2/2 + ja_{11}n + ja_0),
\]

with \( N = 128 \) samples and coefficients \( a_3 = 48/N^3, a_2 = 48/N^2, a_1 = 12/N, \) and \( a_0 = 0 \). The signal is corrupted by Gaussian noise with variance \( \sigma^2 = 1 \). The standard IGAF, \( P_{3,0}^2(g, h) \), the median-based form \( P_{3,1/2}^2(g, h) \), and the \( \alpha \)–trimmed form for \( a = 3/8, P_{3,3/8}^2(g, h) \) are depicted in Figs.5a-c. Functions are evaluated over a grid \( g = i/N^2 \) and \( h = j/N^3 \), where \( i,j \in [0, N] \). It can be easily concluded that these three forms produce results of the same accuracy. Namely, peak depicted in dark shades, representing the true signal parameters in the parameter space, can be easily seen in all three cases. The second considered case was signal embedded in the Poisson noise with 10\% impulses in both real and imaginary part. The IGAF forms for this noise are shown in Figs.5d-f. The standard IGAF is useless in this case, while two other forms produce quite accurate results. Note that in this case similar results can be obtained by using the IGAF form with application of the robust pre-filter.

We checked the performance of the IGAF forms for a mixture of Gaussian and impulse noise. The amount of Gaussian noise is fixed to \( \sigma^2 = 0.25 \), while the impulse noise is varied within the range \([0\%, 25\%]\). Results are depicted with black lines in Fig.6 for 25 independent trials. Results obtained with these forms of the robust IGAF are denoted with \( v_1 \). Note that, due to the used calculation method \((g \text{ and } h \text{ are calculated over a grid where the exact values are located})\), these results are only description of the general algorithm behavior, but not a detailed statistical analysis. From the figure it can be seen that even for a small amount of impulse noise the new IGAF performs better than the standard one. Note that estimation of the parameter \( a_3 \) is more accurate than the estimation of \( a_2 \). This fact is analyzed in [24]. In the impulse noise case we could not get so high robustness to the impulse noise as in the case of discrete robust DCFT. Namely, the kernel used in this example, \( K_3^2(\xi; \tau_1) = x(\xi + \tau_1)x^*(\xi - \tau_1) \) in (21), has twice more impulses than the signal \( x(\xi) \). Thus, situation is worse in the case of higher order kernels. In order to improve results we applied signal pre-filtering with a robust filter in the frequency domain. These results are denoted as \( v_2 \), i.e., with gray lines in Fig.6. Comparing results with the first form of the robust IGAF, a significant improvement in accuracy (lower MSE) may be observed.

D. IGAF - Multicomponent signal

Consider a two-component signal:

\[
f(n) = \exp(ja_{31}n^3/6 + ja_{21}n^2/2 + ja_{11}n + ja_0) + \exp(ja_{32}n^3/6 + ja_{22}n^2/2 + ja_{12}n + ja_{02})
\]

(29)
corrupted with the same noises as in the case from Fig.5. Signal parameters are \( a_{31} = 48/N^3, a_2 = 48/N^2, a_1 = 12/N, a_0 = 0, a_{32} = 24/N^3, a_{22} = 24/N^2, a_{12} = 12/N, \) and \( a_{02} = 0 \). Results are depicted in Fig.7. It can be seen that in the Gaussian noise environment all IGAF forms perform with similar accuracy, while in the impulse noise only the
Fig. 4. Ratio $B$ for: (a) Three-component signal and Gaussian noise as a function of SNR; (b) Four-component signal and Gaussian noise as a function of SNR; (c) Three-component signal and Poisson noise as a function of impulse probability $p$; (d) Four-component signal and Poisson noise as a function of impulse probability $p$; (e) Three-component signal and Gaussian noise as a function of $a$; (f) Four-component signal and Gaussian noise as a function of $a$; (g) Three-component signal and Poisson noise as a function of $a$; (h) Four-component signal and Poisson noise as a function of $a$. 
IGAF form $P_{x}^{3,3/8}(g,h)$ performs in a satisfactory manner. Namely, the marginal-median form, due to the nonlinearity, doesn’t produce so good resolution to separate signal components in the parameter space.

VI. CONCLUSION

Robust discrete chirp-FT is proposed in this paper. It is a very accurate tool for the chirp signal parameters estimation in impulse noise environments. Performance of this transform is evaluated for various noise environments. It is shown that the transform with parameter $a$, corresponding to higher robustness, performs better in heavier impulse noise environments. However, the largest values of $a$, close to $a = 0.5$, introduce spectra distortion, causing slightly less accurate results comparing to those obtained with $a < 0.5$. We have generalized this approach to the higher-order polynomial phase signals. Since de-chirping procedure can be very demanding, we have used approach based on the robust form of the IGAF. Again, the $\alpha$–trimmed forms behave better than the standard one in impulse noise environments. At the same time, they are better than the marginal-median form in the case of multicomponent signals. In order to decrease breakdown point in the IGAF based estimator, the robust pre-filtering is performed in the first algorithm stage. Adaptive techniques for selecting parameter $a$ in the $\alpha$–trimmed mean based estimators will be the topic of our further research.

REFERENCES

Fig. 6. MSE of parametric estimation for two highest coefficients: (a) $a_3$ estimation; (b) $a_2$ estimation. Black lines - estimation accuracy for IGAF function filtered with L-filter forms; Gray lines - estimation accuracy for IGAF procedure applied to signal filtered with L-filter based robust filter. Thin line - Standard approach; Thick solid line - Marginal-median IGAF; Dotted line - $a = 1/8$; Dash-dot line - $a = 3/8$.


[12] S. Barbarossa, A. Scaglione and G. B. Giannakis,
Fig. 7. IGAF function for monocomponent signal: First row - Gaussian noise environment; Second row - Impulse noise environment; First column - standard IGAF $P_{3,0}^g(h)$; Second column - median based $P_{3,0}^{1/2}(g,h)$; Third column - $\alpha$-trimmed form $P_{3,0}^{3/8}(g,h)$.


[38] I. Djurović, V. V. Lukin: “Filtering of frequency modulated signals in impulse noise environments based on robust DFT forms,” in *Proc. of SMMSIP 2004*, 2004, Vienna, Austria, pp.95-100.