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Abstract—Sparse signals can be reconstructed from a reduced set of signal samples using compressive sensing (CS) methods. The discrete cosine transform (DCT) can provide highly concentrated representations of audio signals. This property implies the DCT as a good sparsity domain for the audio signals. In this paper, the DCT is studied within the context of sparse audio signal processing using the CS theory and methods. The DCT coefficients of a sparse signal, calculated with a reduced set of available samples, can be modeled as random variables. It has been shown that the statistical properties of these variables are closely related to the unique reconstruction conditions. The main result of the paper is in an exact formula for the mean square reconstruction error in the case of approximately sparse and nonsparse noisy signals, reconstructed under the sparsity assumption. Based on the presented analysis, a simple and computationally efficient reconstruction algorithm is proposed. The presented theoretical concepts and the efficiency of the reconstruction algorithm are verified numerically, including examples with synthetic and recorded audio signals with unavailable or corrupted samples. Random disturbances and disturbances simulating clicks or inpainting in audio signals are considered. Statistical verification is done on a dataset with experimental results. Results are compared with some classical and recent methods used in similar signal and disturbance scenarios.

Index Terms—Audio signals, digital signal processing, compressed sensing, discrete cosine transform, sparse signal processing.

I. INTRODUCTION

Sparse signals are characterized by a small number of nonzero coefficients in one of their transformation domains [1]–[22]. These signals can be reconstructed from a reduced set of measurements [1]–[15], [21]. Measurements are linear combinations of the sparsity domain coefficients. Signal samples can be considered as measurements in the case of linear signal transforms. In certain applications reduced sets of measurements/samples result as a consequence of their physical unavailability, whereas in other applications they are a result of a particular interest to reduce the number of measurements while preserving the whole information (data compression) [1], [2]. The unavailability of signal samples may also arise in the cases when some samples are intentionally omitted due to a high noise or corruption [4]. The last scenario may happen in highly corrupted audio signals.

In signal processing, the most common transformation domain is the Fourier domain [4], [14], with the discrete-time domain of signal samples as the measurements [1], [2]. Corresponding measurement matrices are the partial Discrete Fourier transform (DFT) matrix and the partial random Fourier transform matrix [1], [2]. The influence of a reduced set of samples on the analysis and signal reconstruction/synthesis with the partial Fourier transform matrices is studied in [4].

The discrete cosine transform (DCT) is one important and commonly used tool in audio signal processing [14]. The main reason is that the audio signals can be represented in a more compact form in the DCT domain than in the Fourier domain. This is the reason why many signal compression algorithms exploit the DCT [14], [23]–[25]. This particular transform was also used in speech enhancement applications based on compressive sensing due to its superior compressibility [7]. Therefore, this transform can play an important role in the audio signal representation with a reduced set of samples. The measurement matrices obtained from the DCT transform matrices are the topic of this paper. Like in the case of the DCT itself, many specific properties of DCT partial measurement matrices make their analysis different from the analysis of the Fourier transform based partial matrices.

The initial idea for this analysis comes from our previous correspondence on the two-dimensional DFT and radar signals [15]. However, the DCT sparsity domain exhibits many properties different from the two-dimensional DFT, starting from the fact that the $\ell_2$-norms of the partial DCT matrix columns are random variables. The $\ell_2$-norms of the partial DFT matrix columns are constant.

Commonly, audio signals are subject to localized time-domain distortions, including impulsive noises and clicks [26]–[41], clipping [26], packet loss during the signal transmission [42]–[50], and CD scratching [26], [27]. Significant research efforts have been focused on the removal and reconstruction/synthesis of the audio signals with this kind of disturbances [27], [35], [37]–[41], [51]–[55]. Corruption of audio signals by clicks in old recordings, scratched CDs, or the typed keystrokes [51], [56], assumes corrupted samples or intervals of corrupted samples occurring at random locations. Many different approaches have been proposed to recover the corrupted samples, including the median and low-pass filtering, autoregressive modeling [37], [38], and the Bayesian estimation [41]. Recently, the emerging area of CS provided new approaches for restoration of corrupted samples [7], [8], [26], [52]. Spectrogram as a domain of sparsity, in conjunction with solving a regularized $\ell_1$-norm least squares problem, has been considered in [52] for treating a speech recognition problem. It has been shown that the problem of corrupted/unavailable samples can be efficiently solved using the matching pursuit (MP) approaches [8], [26] with the DCT acting as a domain of the audio signal sparsity. Audio inpainting concept, introduced...
in [26], assumes the reconstruction of audio signal portions distorted by disturbances such as impulsive noise, clicks, or audio clipping, using the orthogonal MP algorithms. A variant of the reconstruction algorithms from this class, particularly adapted to the time-domain noise (Tdn-CoSaMP), has been recently introduced in [8] for speech enhancement. Therein, a random sampling matrix is included in the sensing scheme. Substantial efforts have been made to derive the reconstruction error upper bounds for this CS reconstruction algorithm.

In the CS theory, only upper bounds of the mean square reconstruction error are derived [3]. The upper bounds introduced in [8] are similar to these bounds in the general CS theory. The main contribution of this paper is in the exact relation for the mean squared error (MSE) in audio signals reconstructed from a reduced set of signal samples when the DCT is used as the sparsity domain.

The exact reconstruction error relation is the final result of a comprehensive analysis of the influence of unavailable/corrupted samples to the DCT, presented in the paper. This analysis shed a new light on some other important relations in the CS theory. A simple derivation of the coherence-based condition for unique reconstruction is presented and explained for the partial DCT measurement matrices. The presented reconstruction error analysis has also resulted in a simple and computationally efficient method for sparse signal reconstruction, with a data-driven threshold. This algorithm belongs to the class of MP algorithms. The results for additive noise influence are derived and related to the results obtained by using the Bayesian-based approach to the reconstruction of noisy signals sparse in the DCT domain [12]. The analysis of additive noise influence is combined with the derived initial CS noise properties, to get the main result that consists in the exact expression for the MSE in audio signals.

The presented theory is illustrated and verified numerically on various audio signals.

The paper is organized as follows. In Section II the basic DCT definitions are given. Starting from the reduced set of observations framework and the partial DCT matrix, in Section III we present the theorem describing statistical properties of the DCT coefficients of randomly under-sampled data, the reconstruction based on missing samples analysis as well as the coherence reconstruction relation. In Section IV additive noise influence on the reconstruction result is analyzed, whereas the nonsparse signal reconstruction scenario is analyzed in Section V. The application of the presented theory to audio signals is illustrated in Section VI. Validation of the theory in the audio signal processing context is done in Section VII.

II. BASIC DEFINITIONS

The DCT (DCT-II) of a discrete-time signal \( x(n) \) is defined by

\[
X^C(k) = \sum_{n=0}^{N-1} a_k x(n) \cos \left( \frac{\pi(2n+1)}{2N} k \right),
\]

(1)

with \( k = 0, ..., N - 1 \), while the corresponding inverse transform has the form

\[
x(n) = \sum_{k=0}^{N-1} a_k X^C(k) \cos \left( \frac{\pi(2n+1)}{2N} k \right),
\]

(2)

n = 0, ..., N - 1, where \( a_k = \sqrt{1/N} \) for \( k = 0 \) and \( a_k = \sqrt{2/N} \) for \( k \neq 0 \). The DCT transform can be written in a matrix form

\[
X^C = (C_N) x,
\]

(3)

where \( X^C, (C_N), \) and \( x \) are the DCT coefficients vector, DCT transformation matrix and the signal vector, respectively. For the inverse DCT the relation \( x = (C_N)^{-1} X^C \) holds. Note that for this DCT matrix relation \( (C_N)^{-1} = (C_N)^T \) holds [57]. Since we will use the DCT-II form in this paper, index II will be omitted.

A signal of the form:

\[
x(n) = \sum_{i=1}^{K} a_{k_i} A_i \cos \left( \frac{\pi(2n+1)}{2N} k_i \right)
\]

(4)

is sparse in the DCT domain if the number of components (nonzero DCT coefficients) \( K \) is much smaller than the number of signal samples \( N, K \ll N \). Component amplitudes are denoted by \( A_i, l = 1, 2, \ldots, K \). Positions \( k_1, k_2, \ldots, k_K \) will be referred to as signal coefficient positions while the remaining positions will be referred to as nonsignal coefficient positions.

The DCT of signal (4) reads:

\[
X^C(k) = \sum_{n=0}^{N-1} \sum_{i=1}^{K} A_i a_k a_{k_i} \cos \left( \frac{\pi(2n+1)}{2N} k \right) \cos \left( \frac{\pi(2n+1)}{2N} k_i \right)
\]

(5)

where \( k = 0, \ldots, N - 1 \). Signal components of the form \( A_i \cos \left( \pi k_i (2n + 1)/(2N) \right) \) are multiplied with DCT basis functions, producing in (5) the terms of the form:

\[
z(k_1, k, n) = A_i a_{k_i} \cos \left( \frac{\pi(2n+1)}{2N} k \right) \cos \left( \frac{\pi(2n+1)}{2N} k_i \right).
\]

(6)

If all signal samples are available, then the corresponding DCT equals \( X^C(k) = \sum_{i=1}^{K} A_i \delta(k - k_i) \).

III. REDUCED SET OF OBSERVATIONS

Assume that only \( M \leq N \) randomly positioned signal samples at \( n_i \in \{n_1, n_2, \ldots, n_M\} \subset N = \{0, 1, \ldots, N - 1\} \) are available,

\[
y = \{x(n_1), x(n_2), \ldots, x(n_M)\} \subset x
\]

with

\[
x(n_i) = \sum_{k=0}^{N-1} a_k X^C(k) \cos \left( \frac{\pi(2n_i + 1)}{2N} k \right), i = 1, \ldots, M.
\]

A matrix form of the available samples is

\[
y = A_{MN} X^C,
\]

with \( A_{MN} \) representing an \( M \times N \) matrix of observations (measurements matrix). It is defined as the partial inverse DCT matrix, with rows being equal to the rows of \((C_N)^{-1}\), corresponding to the available samples positions \( n_i \):

\[
A_{MN} = \frac{\sqrt{2}}{\sqrt{N}} \begin{bmatrix}
\sqrt{\frac{2}{N}} & \cos \left( \frac{\pi(2n_1 + 1)}{2N} \right) & \cdots & \cos \left( \frac{\pi(2n_1 + 1)(N-1)}{2N} \right) \\
\sqrt{\frac{2}{N}} & \cos \left( \frac{\pi(2n_2 + 1)}{2N} \right) & \cdots & \cos \left( \frac{\pi(2n_2 + 1)(N-1)}{2N} \right) \\
\vdots & \vdots & \ddots & \vdots \\
\sqrt{\frac{2}{N}} & \cos \left( \frac{\pi(2n_M + 1)}{2N} \right) & \cdots & \cos \left( \frac{\pi(2n_M + 1)(N-1)}{2N} \right)
\end{bmatrix}.
\]
In compressive sensing, it is common to normalize the column mean value energies (diagonal elements of matrix \( A_{MN}^T A_{MN} \)). In this case, the factor \( \sqrt{M/2} \) would be used instead of \( \sqrt{N/2} \).

The initial (norm-two based) DCT estimation uses the available samples only

\[
X_0^C (k) = \sum_{n \in M} a_k x(n) \cos \left( \frac{\pi(2n+1)k}{2N} \right) = \sum_{i=1}^{M} \sum_{l=1}^{K} z(k_i, k, n),
\]

where \( k = 0, 1, ..., N - 1 \). It produces the same result as if the missing (unavailable) samples assume zero values [4]. In a matrix form we can write

\[
X_0^C = A_{MN}^T y.
\]

Note that the terms \( z(k_i, k, n) \) belong to the set

\[
\Theta = \{ z(k_i, k, n_1), z(k_i, k, n_2), ..., z(k_i, k, n_M) \},
\]

that is a subset of complete set of samples

\[
\{ A_l a_k a_l, \cos \left( \frac{\pi(2n+1)k}{2N} \right) \cos \left( \frac{\pi(2n+1)k}{2N} \right), n, k = 0, ..., N - 1, l = 1, ..., K \}.
\]

Consequently, the set of missing samples \( Q \) can be considered as a subset of the complete set of samples, \( Q = N \setminus M \).

Original signal samples at the positions defined by \( Q \) are affected by a noise [4]:

\[
\eta(k_i, k, n) = \begin{cases} -z(k_i, k, n), & n \in Q \\ 0, & n \in M, \end{cases}
\]

for \( k = 0, ..., N - 1, l = 1, ..., K \). The DCT coefficients

\[
X_0^C (k) = \sum_{i=1}^{M} \sum_{l=1}^{K} z(k_i, k, n_i) = \sum_{n=0}^{N-1} \sum_{l=1}^{K} [z(k_i, k, n) + \eta(k, k, n)]
\]

with randomly positioned available samples and \( 1 \ll M \ll N \) may be considered as random variables. Here we will analyze the statistical properties of coefficients \( X_0^C (k) \).

**Theorem 1:** Assume a sparse signal with \( K \) nonzero coefficients in the DCT domain at random positions \( k_l \) with amplitudes \( A_l, l = 1, 2, ..., K \). Assume that out of the total number of \( N \) samples only \( M \) samples, \( 1 \ll M \ll N \), are available. The DCT coefficients \( X_0^C (k) \) calculated using the available samples are random, approximately Gaussian distributed variables. Their mean-value and variance are

\[
\mu_{X_0^C (k)} = \frac{M}{N} \sum_{l=1}^{K} A_l \delta(k - k_l)
\]

and

\[
\sigma_{X_0^C (k)}^2 = \frac{M(N - M)}{N^2(N - 1)} \sum_{l=1}^{K} A_l^2 [1 - \frac{1}{2} \delta(k - (N - k_l))]
\]

\[
- \frac{1}{2} [1 + \delta(k_l)] \delta(k - k_l),
\]

respectively, where \( a_k \) are the DCT constants.

The proof is given in the Appendix A. The theorem result will be numerically checked next.

**Example 1:** A sparse monocomponent randomly undersampled signal of form (4) is considered, with \( K = 1 \), \( k_1 = 12 \), and \( N = 129 \). The number of randomly positioned available samples \( M \) is varied from 0 to \( N - 1 \). For each number of available samples \( M \), the variance of the DCT coefficient \( X_0^C (k_1) \) at the signal component position is calculated and averaged in 30000 independent realizations with randomly positioned missing samples. The result is compared with the theoretical variance (11). The results are shown in Fig. 1(a).

The same experiment is performed for the DCT coefficients corresponding to the nonsignal positions \( k \neq k_1 \) (and for \( k \neq N - k_1 \)). Since we now have \( N - 2 = 127 \) non-signal (noise) coefficients in one realization, we reduce the set of random realizations to 200 (with the total number of observed nonsignal coefficients in all realizations being 25400). The average variance is compared with the theoretical result (11) in Fig. 1(b). To emphasize the difference between variances at the signal coefficient and the nonsignal coefficients positions, the variances of all DCT coefficients of the signal (for \( M = 64 \) available samples) are calculated based on 10000 independent realizations and shown in Fig. 1(c). Finally, the signal component position \( k_1 \) is varied from 0 to \( N - 1 \) with \( M = 50 \) available samples. Based on 10000 independent realizations of randomly positioned missing samples, the variance of \( X_0^C (k_1) \) is calculated and compared with the theoretical result (11). As expected, a position independent variance value is obtained, except for \( k_1 = 0 \) when the variance is zero (as expected). The results are shown in Fig. 1(d).

**Example 2:** A multicomponent signal of form (4), with \( K = 5 \), is considered here. The complete signal length is \( N = 155 \). Signal components are positioned at \( k_l = \{22, 49, 47, 89, 100\} \), with corresponding amplitudes \( A_l = \{5, 3.5, 1.5, 2.5, 1\} \). In order to check the distribution of random variables \( X_0^C (k) \), 60000 independent realizations of signal with randomly positioned \( M = 90 \) samples are considered. The histograms of the signal component coefficient \( X_0^C (22) \) and the nonsignal coefficient \( X_0^C (130) \) are shown in Fig. 2. Histograms are scaled with the number of realizations. The histogram of coefficient \( C'(22) \) is compared with the Gaussian distribution (in dots) having the mean value \( \mu_{X_0^C (22)} = A_1 M/N \approx 2.90 \) and the variance \( \sigma_{X_0^C (22)}^2 = 0.0542 \), calculated according to (11). The result is presented in Fig. 2 (right). Similarly, the nonsignal coefficient \( X_0^C (130) \) histogram is compared with the zero-mean Gaussian distribution, whose variance is equal to \( \sigma_{X_0^C (130)}^2 = 0.0739 \), according to (11). The result is shown in Fig. 2 (left).

A. **The Reconstruction Based on the Missing Sample Analysis**

The variance of noise only components, using the result of Theorem (11) can be expressed as:

\[
\sigma_{X_0^C (k)}^2 = \frac{M(N - M)}{N^2(N - 1)} \sum_{l=1}^{K} A_l^2 \left[ 1 - \frac{1}{2} \delta(k - (N - k_l)) \right],
\]
Figure 1. Numerical check of the derived variance: (a) the variance of the DCT coefficient at the signal position \( k = k_1 \) as a function of the number of available samples, (b) the average variance of the DCT coefficients at noise only positions \( k \neq k_1 \) shown as a function of the number of available samples, (c) the variance of all DCT coefficients of a sparse mono-component signal with \( k_1 = 12 \) and with \( M = 64 \) available samples, (d) the variance of the DCT coefficient \( X_{C0}^S(k = k_1) \) as a function of \( k_1 \), calculated for signals with \( M = 50 \) available samples.
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Figure 2. Scaled histograms of DCT coefficients and the corresponding pdfs: at the non-signal position (left) and at the signal position (right). Dots denote the theoretical result.

![Graph](image)

where \( k \neq k_1 \). The coefficients at positions \( k = N - k_l \), \( l = 1, \ldots, K \) have the variance reduced for \( A_l^2/2 \) when compared to the other coefficients at nonsignal positions. We may assume that the variance for noise-only coefficients is position independent and equal to:

\[
\sigma_{csN}^2 = \frac{M(N - M)}{N^2(N - 1)} \sum_{l=1}^{K} A_l^2. \tag{12}
\]

It is overestimated at positions \( k = N - k_l \). The variance (12) depends on the total signal power, that can be easily estimated using the available samples, as

\[
\sum_{l=1}^{K} A_l^2 = E_s \approx \frac{N}{M} \sum_{n \in M} s^2(n).
\]

If we set a threshold, for example at \( 4\sigma_{csN} \), then (according to the four-sigma rule) we know that less than 1 noise-only (nonsignal) coefficient in 15,000 coefficients will be above this level. Coefficients above the threshold may be considered as signal components and reconstructed after their positions are detected. Algorithms for this type of reconstruction are given in Appendix B. If a noise component is included, then it will produce a zero coefficient value in the final result. In the case when small signal coefficients exist, within the level of the noise produced by missing samples, the reconstruction procedure can be repeated after the strongest components are detected, reconstructed and subtracted from the available samples values.

**Example 3:** A three-component signal with \( N = 256 \) is observed. Component positions and amplitudes are \( k_1 = 14, k_2 = 162, k_3 = 203 \) and \( A_1 = 1, A_2 = 1/\sqrt{2}, A_3 = 1/2 \), respectively. Only \( M = 128 \) of its randomly positioned samples are available. In order to reconstruct the signal, we calculate the initial estimation \( X_{C0}^S(k) \). Then we define a threshold based on the variance due to the missing samples, whose value is \( \sigma_{csN}^2 = \frac{128(256-128)}{256(256-1)} (1 + 1/2 + 1/4) = 0.0017 \). A threshold at \( 4\times \sqrt{0.0017} = 0.1657 \) is used, Fig. 3. The weakest component mean value 1/4 is well above this threshold.

This kind of analysis can be generalized to a \( K \) component signal. In the worst case, we should be able to detect at least
the strongest component (the detection of other components would follow after the reconstruction and subtraction of this strongest component). The worst case for the strongest component detection would be the case when other components are equally strong, $A_1 = A_2 = \cdots = A_K = 1$. In the worst case of a $K$-sparse signal with equal components, the four-sigma threshold would be

$$T = 4 \sqrt{\frac{M(N-M)}{N^2(N-1)}} K.$$  

We may conclude that the mean value of a signal-only coefficient is above the threshold (with a probability defined by the four-sigma rule) if

$$\frac{M}{N} > 4 \sqrt{\frac{M(N-M)}{N^2(N-1)}} K$$

holds. It produces the upper bound for sparsity $K$

$$K < \frac{M(N-1)}{16(N-M)}. \quad (13)$$

For $N = 256$ and $M = 128$ we get $K < 15.94$ or $K \leq 15$. If we allowed the three-sigma rule, then $K \leq 28$ would be obtained. Note that few noise components, that are wrongly detected as the signal components, will not influence the reconstruction as far as the reconstruction conditions are met. The algorithm will produce zero values as the result for such coefficients.

After the component positions are detected, the measurement equation becomes

$$y = A_{MK} X^c_K,$$

where $X^c_K$ is the vector of $K$ unknown coefficients at the detected positions. The measurement matrix is reduced to a $M \times K$ matrix by omitting columns corresponding to the zero-valued coefficients. Since $K < M$, the equation can be solved in the mean-square sense. The result is a vector with $K$ elements

$$X^c_K = (A^T_{MK} A_{MK})^{-1} A^T_{MK} y. \quad (14)$$

If the obtained coefficients are such that $e = y - A_{MK} X^c_K$ is zero (or within the acceptable bounds), then we have found the solution. If the error is not small, then some of the nonzero coefficients have not been detected and included into $X^c_K$. The calculation should be repeated with $e$ now acting as a signal. The candidates for nonzero coefficient positions should be detected based on the initial DCT of this new signal and added to the previous list $K$ of nonzero coefficient positions. Calculation of $X^c_K$ should be repeated with this new (updated) set of positions, until an acceptable (zero) error level is achieved. The summary for this reconstruction procedure is given in Appendix B.

Next, the exact analysis of the signal-only and noise-only (non-signal) coefficients will be presented, in order to better position the threshold for the signal components detection.

Let us observe a $K$-sparse signal of the form (4). The noise-only DCT coefficient is a random variable described by approximative Gaussian distribution, $N(0, \sigma^2_{cs,N})$ with zero mean and variance $\sigma^2_{cs,N}$ defined by (12). The $l$-th signal DCT coefficient is also a random variable described by approximative Gaussian distribution $N(M^2 A_l, \sigma^2_{X^c_l(k_l)})$, $l = 1, 2, \cdots, K$, with mean value $\mu_{X^c_l(k_l)} = \frac{M}{N} A_l$ and variance $\sigma^2_{X^c_l(k_l)}$ defined by (11). The absolute DCT coefficient values at the position of the $l$-th signal component have the folded normal distribution

$$p(\xi) = \frac{1}{\sigma_{X^c_l(k_l)} \sqrt{2\pi}} \left[ \exp \left( - \frac{(\xi - \frac{M}{N} A_l)^2}{2\sigma^2_{X^c_l(k_l)}} \right) \right] + \exp \left( - \frac{(\xi + \frac{M}{N} A_l)^2}{2\sigma^2_{X^c_l(k_l)}} \right). \quad (15)$$

The probability density function for the absolute values of noise-only DCT coefficients is the half normal distribution

$$q(\xi) = \frac{\sqrt{2}}{\sigma_{N} \sqrt{\pi}} \exp \left( - \frac{\xi^2}{2\sigma^2_{cs,N}} \right).$$

The DCT coefficient at a noise-only position takes a value lower than $\Xi$, with probability

$$Q(\Xi) = \int_{0}^{\Xi} \frac{\sqrt{2}}{\sigma_{N} \sqrt{\pi}} \exp \left( - \frac{\xi^2}{2\sigma^2_{cs,N}} \right) d\xi = \text{erf} \left( \frac{\Xi}{\sqrt{2} \sigma_{cs,N}} \right). \quad (16)$$

The total number of noise-only coefficients is $N - K$. The probability that $N - K$ independent DCT noise-only coefficients are lower than $\Xi$ is $Q(\Xi)^{N-K}$. Probability that at least one of $N - K$ DCT noise-only coefficients is greater than $\Xi$ is $G(\Xi) = 1 - Q(\Xi)^{N-K}$. When a noise-alone DCT value surpasses the DCT coefficient at a signal position, then an error in the signal component detection occurs. To calculate this error probability, consider the absolute DCT value of a signal component at and around $\xi$. The DCT coefficient at the signal position has a value within $\xi$ and $\xi + d\xi$ with the probability $p(\xi) d\xi$, where $p(\xi)$ is defined by (15). The probability that at least one of $N - K$ DCT noise-alone coefficients is above $\xi$ is $G(\xi) = 1 - Q(\xi)^{N-K}$. Consequently, the probability that the absolute value of a DCT signal-only coefficient is within
ξ and ξ + dξ and that at least one of the absolute DCT noise-alone values outside the DCT signal value exceeds the DCT signal value is \( G(ξ)p(ξ)dξ \). Considering all possible values of ξ, it follows that the probability of the wrong detection of the l-th signal component is

\[
P_E = \frac{1}{\sigma_{X^C(k_l)}^2} \int_0^\infty \left(1 - \text{erf} \left( \frac{ξ}{\sqrt{2}σ_{cs,N}} \right)^{N-K} \right) \times \left[ \exp \left( -\frac{(ξ - \frac{M}{N}A_l)^2}{2\sigma_{X^C(k_l)}^2} \right) + \exp \left( -\frac{(ξ + \frac{M}{N}A_l)^2}{2\sigma_{X^C(k_l)}^2} \right) \right] dξ.
\]

A simple approximation of this expression can be obtained following the steps for the DFT analysis presented in [4].

B. Coherence Reconstruction Relation

For the worst case analysis, assume the maximal possible influence from other signal components to the strongest signal component detection. The maximal influence of signal components to each other occurs when all K components are with equal (unity) amplitudes.

For M available samples, the mean value of a component (DCT coefficient at a signal position) is \( \mu_{X^C(k)} = \frac{A_l}{N} \). The noise component at the frequency index k, that originates from the component at \( k_l \), is equal to

\[
Q(k, k_l) = \sum_{n \in M, k \neq k_l} a_k a_{k_l} \cos \left( \frac{\pi(2n + 1)}{2N} k \right) \times \cos \left( \frac{\pi(2n + 1)}{2N} k_l \right) \tag{17}
\]

It can be related to the coherence factor of \( A_{MN}^T A_{MN} \), defined by

\[
\mu = \max \left( \frac{N}{M} \sum_{n \in M, k \neq k_l} a_k a_{k_l} \cos \left( \frac{\pi(2n + 1)}{2N} k \right) \times \cos \left( \frac{\pi(2n + 1)}{2N} k_l \right) \right) \tag{18}
\]

If the noise originating from all signal components is such that it adds up in phase at the nonsignal coefficient positioned at k, assuming maximal possible value for \( \mu \), then the maximal nonsignal coefficient value is

\[
K \max |Q(k, k_l)| = K\mu \frac{M}{N}.
\]

At the same time, if at a signal coefficient position all noise factors that originate from other \( K - 1 \) components add up in phase in the negative direction from the component mean value, assuming again their maximal possible absolute values \( \mu \), then the resulting worst signal component amplitude will be

\[
\min\{|X^C_0(k_l)| = \frac{M}{N} - (K - 1) \max |Q(k, k_l)| \}
\]

The detection of the signal component is still possible if

\[
\min\{|X^C_0(k_l)| > K \max |Q(k, k_l)|, \quad \text{or} \quad \frac{M}{N} - (K - 1) \frac{M}{N} \mu > K\mu \frac{M}{N}.
\]

The condition \( 1 - (K - 1)\mu > K\mu \) is equivalent to the well known spark-based condition for the signal reconstruction [58]

\[
K < \frac{1}{2} \left( 1 + \frac{1}{\mu} \right).
\]

From the derivation we can see that this is an extremely pessimistic reconstruction condition.

If we are in position to make a sampling positions strategy, then it should be done in such a way to minimize the value of \( \mu \). The minimal value is defined by the Welch bound \( \mu \geq \sqrt{\frac{(N-M)}{M(N-M-1)}} \). Equality holds for a quite specific form of transforms and measurement matrices (equiangular tight frames - ETF). The DCT does not satisfy the properties of the ETF. Even if it were an ETF, then for \( N = 256 \) and \( M = 128 \) condition \( \mu \geq \sqrt{(256 - 128)/255} = 0.0626 \) holds, according to the Welch bound. The minimal possible value of \( \mu \) guarantees the recovery for \( K < 8.5 \). However, as stated before, this is extremely pessimistic for real cases. With \( N = 256 \) and \( M = 128 \) we conclude from our numerical analysis that we are able to reconstruct signals with much higher sparsity values. For example, in the worst case of the signal amplitudes and a pessimistic three-sigma rule, we concluded that a full reconstruction with \( K \) up to 28 is possible.

IV. ADDITIVE NOISE INFLUENCE

Since the signal components have a mean value \( \mu_{X^C(k)} = \frac{A_l}{N} \), in the reconstruction process they are amplified for \( N/M \) in order to produce the correct signal amplitude \( A_l \). Therefore, if there is a small additive noise with variance \( \sigma_e^2 \) in the signal, its variance will be amplified for \((N/M)^2\) in an initial DCT coefficient estimate

\[
\sigma_{X^C(k)}^2 = \sum_{n \in M} \sum_{m \in M} a_k^2 E\{\varepsilon(n)\varepsilon(m)\} \cos \left( \frac{\pi(2n + 1)}{2N} k \right) \times \cos \left( \frac{\pi(2m + 1)}{2N} k \right) = \frac{M}{N} \sigma_e^2.
\]

Thus, the variance in one estimated coefficient is

\[
\sigma_{X^C(k)}^2 = \frac{N}{M} \sigma_e^2. \tag{19}
\]

The reconstructed noise energy in \( K \) components, will be

\[
E_{zR} = \frac{M}{N} \sigma_e^2 K \left( \frac{N}{M} \right)^2 = K \frac{\sigma_e^2 N}{M}.
\]

The signal to noise ratio is

\[
SNR = 10\log \left( \frac{E_s}{E_{zR}} \right) = 10\log \left( \frac{E_s}{\frac{K}{M} \sigma_e^2 N} \right) = 10\log \left( \frac{E_s}{E_{zR}} \right) + 10\log \left( \frac{K}{M} \right),
\]

where \( SNR_i = 10\log(E_s/E_{z}) \) is the input signal to noise ratio in all signal samples.

This result, obtained through a quite simple derivation, will be compared with the one that can be obtained using the Bayesian compressive sensing approach [12]. The covariance
matrix in the estimated coefficients, according to the Bayesian reconstruction approach, is \( \Sigma = (A_M^T A_M / \sigma^2 + D)^{-1} \), where \( D \) is a diagonal matrix of hyperparameters. After the positions of nonzero coefficients are found, using an iterative procedure in the Bayesian approach, coefficients with large hyperparameters are excluded along with the corresponding elements of matrix \( D \) and columns of \( A_M \). For our measurement matrix the variance in the estimated coefficients is equal to the diagonal elements of \( A_M^T A_M \), since the hyperparameters for the nonzero coefficients are zero. Mean value of the diagonal elements of \( A_M^T A_M \) is \( M/N \). It does not change by omitting columns of the measurement matrix. Therefore, the diagonal elements of the covariance matrix in the final iteration of the Bayesian based reconstruction are \( \sigma^2 N/M \), producing (19).

The presented result for the additive noise influence will be used (and numerically checked) in the analysis of nonspars signal reconstruction.

V. NONSPARSE SIGNAL RECONSTRUCTION

**Theorem 2:** Assume a nonspars signal with largest amplitudes \( A_i \), \( i = 1, 2, \ldots, K \). Assume that out of total number of \( N \) samples only \( M \) samples, \( 1 \ll M \ll N \), are available. Assume that the signal is reconstructed under the assumption as it were \( K \)-sparse. The energy of error in the \( K \) reconstructed coefficients \( \| X_K^C - X_T^C \|_2^2 \) is related to the energy of nonreconstructed components \( \| X_{C} - X^C \|_2^2 \) as

\[
\| X_K^C - X_T^C \|_2^2 = \frac{K(N-M)}{M(N-1)} \| X_C - X^C \|_2^2,
\]

where \( X_K^C \) is a \( K \times 1 \) vector with the reconstructed coefficients, \( X_T^C \) is a \( K \times 1 \) vector with the true coefficient values at the reconstructed coefficient positions, \( X^C \) is a \( N \times 1 \) vector with all true coefficients, and \( X_{C} \) is a \( N \times 1 \) vector with \( K \) true coefficients at the reconstructed positions and zeros at the remaining \( N - K \) positions.

**Proof:** A nonreconstructed component in the signal behaves as a Gaussian input noise with variance

\[
\sigma_{csN}^2 = A_l^2 M(N-M) / N^2(N-1). \tag{21}
\]

All nonreconstructed components will behave as a noise with variance

\[
\sigma_T^2 = \sum_{l=K+1}^{N} A_l^2 M(N-M) / N^2(N-1). \tag{22}
\]

After the reconstruction, the total noise energy from the nonreconstructed components (in \( K \) reconstructed components) will be

\[
\| X_K^C - X_T^C \|_2^2 = E_R = K \frac{N^2}{M^2} \sigma_T^2 = \frac{K(N-M)}{M(N-1)} \sum_{l=K+1}^{N} A_l^2.
\]

The noise of nonreconstructed components can easily be related to the energy of the nonreconstructed components

\[
\| X_{C} - X^C \|_2^2 = \sum_{l=K+1}^{N} A_l^2.
\]

It means that the total error in the reconstructed components is

\[
\| X_K^C - X_T^C \|_2^2 = \frac{K(N-M)}{M(N-1)} \| X_C - X^C \|_2^2 + \frac{K}{M} \sigma^2 N.
\]

This completes the proof.

The previous result can easily be generalized to the noisy signal case. If the input signal contains an input noise whose values are bellow the level of the reconstructed component values in the transformation domain, then

\[
\| X_K^C - X_T^C \|_2^2 = \frac{K(N-M)}{M(N-1)} \| X_C - X^C \|_2^2 + \frac{K}{M} \sigma^2 N + \epsilon(n),
\]

where \( \epsilon(n) \) is a Gaussian noise with standard deviation \( \sigma_e = 0.11/N \). Signal was reconstructed using the Algorithm 1 summarized in Appendix B, with various assumed sparsity \( K \) and \( M \). On 200 realizations of the signal with random DCT indexes, positions of available samples and random noise realizations, the MSE is calculated and compared with the theoretical result. The error (23) is calculated assuming the normalization to the assumed sparsity. The errors are calculated as follows:

\[
E_{\text{numerical}} = 10 \log \left( \frac{N}{M(N-1)} \| X_C - X_T^C \|_2^2 + \frac{K}{M} \sigma^2 N \right) \quad \text{and} \quad E_{\text{theory}} = 10 \log \frac{N^2}{M} \sigma^2 N.
\]

The results are presented in Fig. 4. The line represents the theoretical MSE, whereas dots represent the numerical data, whose averaging produces the values indicated by black circles, highly matching the theoretical result.

Figure 4. Error energy in the reconstruction of noisy non-sparse signal - calculated numerically and according to the presented theory. Error is shown for various assumed sparsity.
VI. APPLICATION TO AUDIO SIGNALS

The DCT is well known for its applicability in the processing of various signal types: radar, biomedical (ECG, EEG etc.), audio signals, and digital images [14], [23]–[25]. For the context of this paper, especially interesting are the DCT-based algorithms developed for the compression of ECG signals and digital images [14], and for audio signal processing (compression, speech enhancement, denoising, inpainting) [7], [24]–[26], [60], indicating the potential for audio signal representation in the DCT transformation domain with a reduced number of nonzero coefficients. This fact indicates the applicability of sparse signal reconstruction algorithms when the signal samples are missing due to compressive sensing or unavailability, as already confirmed in several recent works [7], [26].

Audio signals are nonstationary with changing spectral content in time. In general they are not sparse [24]. The sparsity can be improved considering localized segments of audio signals [7], [24], [25]. These kind of signals can be then considered as approximately sparse. In order to improve the sparsity of audio signals, a windowed form of the DCT is used, as in the case of MDCT [61]. This form is widely employed in compression procedures involved in modern audio formats [23]. Long duration audio signals \( x(n) \) are analyzed with the DCT applied on consecutive blocks of windowed signals

\[
x_i(n) = w(n)x(n + iN/2),
\]

where \( w(n) \) is a windowing function within \( 0 \leq n \leq N - 1 \). The subsequent blocks are overlapped such that the second half of one block coincides with the first half of the next block. It is important to note that such a block-based approach in the analysis and processing of audio signals is also important for the presented sparse signal reconstruction algorithms (since it reduces the dimensionality of the partial DCT matrices pseudo-inversion). Note that the block approach is used in the DCT-based image analysis as well. If the windowing function form satisfies the condition \( w(n) + w(n + N/2) = 1 \) within the overlapping interval, \( N/2 \leq n \leq N - 1 \), then the reconstruction of the whole signal is quite simple from the reconstructed windowed signal segments \( \hat{x}_i(n) \) as

\[
\hat{x}(n) = \sum_i \hat{x}_i(n - iN/2).
\]

Many windowing function forms satisfy this condition [14]. The most commonly used windowing function among them is the Hann windowing function \( w(n) = 0.5(1 + \cos(\pi n / N)) = \sin^2(\pi n / N) \). In our example the windowing function is used on the analysis side only.

Next, we will assume that a reduced set of disturbance-free signal samples is available, within a block, at positions \( n \in M = \{ n_1, n_2, ..., n_M \} \). Various circumstances may cause the unavailability of audio signal samples. One illustrative example includes clicks and pops present in the old recordings [24]–[27], [41] highly corrupting certain percent of samples at \( n \in Q \). The set \( Q \) can be considered as a time-domain support function of the localized disturbance. After impulsive disturbances removal, these randomly positioned samples at \( n \in Q \) can be considered as unavailable. They are reconstructed using the presented CS-based method. This issue is illustrated in Examples 5 and 6. Within compressive sensing framework, a reduced set of randomly positioned samples can be initially acquired. This kind of signal is illustrated in Example 7. Nevertheless, both cases, with highly corrupted and omitted randomly positioned signal samples at \( n \in Q \) or with randomly sensed signal samples at \( n \in M \), can be processed in the same way in the reconstruction based on compressive sensing approaches.

Example 5: Embedded MATLAB test signal ‘mtlb.mat’ is considered, being a low-quality audio recording of a female voice saying the word "matlab", with sampling frequency 7418Hz. Its form is shown in Fig. 5(a). Signal is corrupted with impulsive noise in 15% of randomly positioned samples, Fig. 5(b). Positions of the noise impulses can be easily detected using a limiter (a method for detection of the more complex impulsive noise having amplitudes within the signal values range can be found in [62]). The signal samples at the positions of strong noise are considered as unavailable, and the reconstruction of signal is performed using the rest of samples on blocks, with a Hann windowing function of the length \( N = 500 \), with overlapping on the half of windowing function length. Reconstruction is performed using the presented algorithm with various assumed sparsities \( K \). The estimated error in the signal is calculated along with the one presented in Theorem 2. The estimated error is presented by ‘*’ and the one expected by theory is presented by a solid line in Fig. 5(c). The agreement is high. The reconstructed signal segments are added up and the final reconstructed signal is presented in Fig 5(d) for the case of assumed sparsity \( K = 150 \). RMSE between signals presented in Fig. 5(a) and Fig. 5(d) is 0.0738.

Example 6: A recorded signal representing word ‘Halloleujah’ is considered in this example. Signal is recorded on a MacBook computer using MATLAB with sampling frequency 11025Hz. Again we assumed that 20% of arbitrary signal samples are corrupted by a high impulsive noise. These samples are omitted and the signal is reconstructed using the remaining samples only. The result of the reconstruction procedure as in the previous example is presented in Fig 6, where a zoomed signal is also shown for visual clarity of the results.

Example 7: MATLAB signal ‘train.mat’ is considered in this example, shown in Fig. 7(a). It is an audio recording of a train whistle, sampled at 8192Hz. It has been assumed that the signal is sensed in a compressive way and only 50% of randomly positioned samples are available (as presented in zoomed images in Fig. 7(b) and (c)). The signal is reconstructed assuming various sparsities and the total reconstruction error, is presented in Fig. 7(e). The reconstructed signal with \( K = 50 \) is shown in Fig. 7(d).

VII. EXPERIMENTAL EVALUATION ON AUDIO SIGNALS

Three datasets from [26] are used in the experimental evaluation of the presented theory. Each dataset consists of 10 signals of length 5s from the 2008 Signal Separation Evaluation Campaign [63], [64]. The datasets from this database are:
Music @ 16kHz: a set of 10 music signals sampled at 16kHz.

Speech @ 16kHz: consisted of 10 male and female speech signals sampled at 16kHz.

Speech @ 8kHz: consisted of speech signals sampled at 8kHz, representing a phone quality speech. These signals are obtained by downsampling the signals from the second dataset.

The signals are carefully chosen in order to include a large diversity of audio mixtures and sources. They include both male and female speech from different speakers, singing voice, and pitched and percussive musical instruments [26].

Disturbances are simulated with two possible scenarios. In the first case, it has been assumed that the audio signals are corrupted at random positions. In the second case, the corrupted samples are grouped into random blocks to simulate click/inpainting scenario [41]. In both scenarios the signals are reconstructed and the accuracy of the presented MSE relation is statistically tested.

The presented algorithm is compared with other audio restoration techniques: median and low-pass filtering, then with two widely used model-based audio restoration methods, and with an \( \ell_1 \)-norm optimization based reconstruction from the CS framework. The median filters of length 3 and length 5 and low-pass filters of Butterworth type with two cut-off frequences, set in accordance with signals spectrum, are considered. The model-based audio restoration methods are representative examples of the autoregressive (AR) model-based interpolation [27], [36], [66]. Herein we have considered
The least-squares AR interpolator (LSAR), originally introduced for the concealment of uncorrectable errors in the CD systems [27], [36], along with the implementation provided in the Audio Inpainting Toolbox [26]. The AR model order is set to 30, and the interpolation is performed in blocks of 500 samples, as in the proposed approach. The second considered algorithm is from the class of AR + basis function representation [27], [66]. In our comparative analysis we have used the implementation with sinusoids as basis functions (LSAR+SIN), [66], which has been recently tested in [37], [39]. This algorithm is used with the default settings. The AR model is of order \( P = 31 \), the number of basis functions is \( Q = 31 \), and the block size of 1024 samples is used, in accordance with the experimental results presented in [37] and [66]. In all algorithms the reconstruction performance highly depends on the accuracy of the detection of the disturbed sample positions. In order to provide a fair comparison, we have turned off the impulsive disturbances detection in all algorithms, assuming that the disturbed sample positions are correctly detected. In this way, we have been able to test and compare the reconstruction capabilities of these algorithms.

The LASSO-ISTA (Iterative Shrinkage Thresholding Algorithm for LASSO) is used as a representative of the base-line \( \ell_1 \)-norm minimization reconstruction algorithms [14], [19]. The regularization constant was set to \( \lambda = 0.01 \).

In the second considered scenario, in addition to these standard methods, two recent approaches that are highly adapted for the removal and reconstruction of clicks in audio signals are also considered [37], [38]. In these two approaches, the reconstruction was performed along with their inherent clicks detection algorithms. However, for the very large number of impulses/blocks in both considered cases, the algorithms failed to perform successful detections. These algorithms (codes) have been used with default settings.

### A. Randomly Positioned Disturbances

In the first experiment, signals from each of the three considered datasets are corrupted with a strong impulsive noise in \( p\% \) of randomly positioned samples, as illustrated in Example 5 and Fig. 5. These signals are well concentrated in the DCT domain, analyzed in blocks whose length is \( N = 500 \) samples, weighted with the Hann windowing function. However, they are only approximately sparse. Positions of strong disturbances could easily be detected by using a limiter. More advanced detection methods are described in [27], [37], [38], [41], [62]. Any of them can be used for the detection of corrupted signal samples. Within the CS framework formulation the detected corrupted samples at positions \( n \in \mathbf{Q} \) are considered as unavailable measurements. The reconstruction is performed based on the remaining samples in these blocks, considered as the CS measurements at \( n \in \mathbf{M} \). Blocks are overlapped by a half of the windowing function length. Reconstruction is done using the presented algorithm with various assumed sparsities \( K \).

1) **Theoretical error**: First, accuracy of the proposed MSE expression is evaluated. The case with \( p = 30\% \) is considered. For the \( i\)-th block, the numerical error is calculated as:

\[
E_{\text{numerical}}^{(i)} = 10 \log \left( \frac{1}{K} \| \mathbf{X}_K^C - \mathbf{X}_T^C \|_2^2 \right) \tag{24}
\]

whereas the theoretical one is given by

\[
E_{\text{theory}}^{(i)} = 10 \log \left( \frac{N - M}{M(N - T)} \| \mathbf{X}_T^C - \mathbf{X}_C^C \|_2^2 \right). \tag{25}
\]

The squared errors are averaged over blocks, and compared in Fig. 9 as functions of assumed sparsity \( K \), for each signal from each dataset. Solid lines represent the theoretical MSE values whereas the asterisks indicate the numerical results. The agreement of the results is high, confirming the main result of this paper.
2) Comparison with respect to the MSE: The reconstruction results using the considered CS algorithm with sparsity $K = 80$ are compared with the standard approaches for signal filtering and smoothing, then with two standard model-based audio restoration techniques, as well as with an $\ell_1$-norm minimization based CS reconstruction with a least absolute shrinkage and selection operator (LASSO) approach [19]–[21]. In this part of the experiment the number of impulses was set to $p = 40\%$.

The results are presented in Table I. The comparison is done with respect to the MSE and objective perceptual quality metrics. These results will be discussed in more details next.

We start the comparison of the presented CS based reconstruction results with a classical method for the impulsive noise reconstruction based on the median filter. The considered filter lengths are 3 and 5. For all three datasets, the median filter of length 3 reduced the MSE for 17.26dB on average, whereas the median filter of length 5 performed similarly (rows denoted as med3 and med5 in Table I).

Next, the low-pass Butterworth filter, as a representative example of a low-pass filtering based smoothing techniques, is considered. Two cutoff frequencies are used on datasets Music @ 16kHz and Speech @ 16kHz. The cutoff frequencies are determined based on the analysis of the signals spectrum. The first filter (row denoted as LPF1) was designed with the normalized cutoff frequency 0.375 and the second one (row LPF2) with 0.625. For the dataset Speech @ 8kHz normalized cutoff frequencies were 0.5, for the first, and 0.7 for the second low-pass filter. Both filters produced similar results, with an MSE drop of 16.25dB on average (as compared to the MSE for the corrupted signal).

The results produced by the state-of-the-art LSAR and LSAR+SIN algorithms were significantly better as compared to the results using the previous classical filtering methods. The average MSE improvement was 25.42dB for the LSAR technique, and 26.55dB for the LSAR+SIN. It is important to note that in the considered scenario, the LSAR implementation [26] suffered from several breakdowns producing high-valued peaks, most likely when the algorithm was not able to track the AR model due to a large number of corrupted/missing values. This hypothesis is confirmed as those breakdowns did not appear in the tests with smaller number of corrupted/missing samples, when the MSE was almost the same as in the LSAR+SIN.

The presented CS method outperformed the LSAR+SIN for 4dB on average, and the LSAR for about 5dB on average. It is interesting to observe that the improvement was the smallest for the undersampled dataset Speech@8kHz - only 1.69dB. A reason for this could be in the reduced sparsity in the considered domain, arising as a consequence of the signals undersampling.

The $\ell_1$-norm minimization based CS reconstruction (the LASSO-ISTA approach) produces results worse than the ones obtained with the presented CS method. These results are worse for about 0.5dB on average than the LSAR results.

3) Comparison with respect to the objective perceptual quality measures: The results presented in Table I are evaluated from the perceptual quality perspective as well. For an objective assessment and prediction of perceived audio quality of signals from Music @ 16kHz dataset, the PESQ-Q method is engaged [67]. We used a freely available online implementation included in the software companion of [68], [69]. We mapped the output of the algorithm, that is, the perceptual similarity measure (PSM$_i$), to the corresponding objective difference grade (ODG) scale using the procedure described in [67]. The scale has values in the range of $-4$ (very annoying impairment) to 0 (imperceptible impairment). The PESO-Q ODG results are calculated for the corrupted signals and for all reconstructed signals, considered in Section VII-A2, for Music @ 16kHz dataset. The results shown in Fig. 8 (first subplot) indicate that the presented CS algorithm outperforms other methods, on average, having an average score of -1.32, compared to the LSAR+SIN score -1.81, and the LASSO-ISTA score -1.85. However, for the 5th and 7th signal the presented method is slightly overperformed by the LSAR-SIN, and for the 8th and 10th signals it is very slightly outperformed by the LASSO-ISTA algorithm.

For the perceptual quality comparison of reconstruction results in the speech signals case, the PESQ [65] is used as a quality measure. It is commonly applied in the evaluation of speech quality in the CS-based speech enhancement in various noisy environments [7], [8] with the DCT of windowed audio signal frames as the sparsity domain [7]. Results for the PESQ-based perceptual evaluation obtained for datasets Speech @ 8kHz and Speech @ 16kHz are shown in Fig. 10. The PESQ score is calculated for corrupted signals and for all reconstructed signals considered in Section VII-A2. For Speech @ 8kHz dataset, the PESQ score for the proposed method was 2.89. It is larger than the average LSAR+SIN score 2.59, the LSAR score 2.45, and the LASSO-ISTA score 2.1.

All these algorithms have significantly improved the perceptual quality in comparison to the corrupted signals. The improvement in reconstruction for Speech @ 16kHz dataset is even more evident. In this case the average score of the presented CS method was 3.37. The other considered methods produced following scores: the LSAR+SIN 2.87, the LSAR 2.44, and the LASSO-ISTA 2.27. The improvement is higher than in the case of Speech @ 8kHz dataset.
B. Disturbances Localized in the Time-Domain Blocks

In this experiment, impulsive disturbances are located in blocks of subsequent samples. All signals from each of three considered datasets were corrupted with a noise located in randomly positioned blocks having random lengths between 1 and 5, such that in average $p\%$ of samples are affected by the noise. Such impulsive noise is considered in order to simulate the reconstruction potential/performance and theoretical error accuracy in cases when localized time-domain audio signal distortions exist (clicks, CD scratches, clipping etc.), [26], [38], [41]. The reconstruction was performed as in the first experiment, considering half-overlapped signal frames of length $N = 500$, weighted by the Hann windowing function. Corrupted samples are detected and considered as unavailable. They are reconstructed using the presented algorithm with various assumed sparsities.

Figure 8. Perceptual evaluation of signals from Music @ 16kHz dataset, using the PEO-M-O ODG metrics. Left figure shows PEO-M-O ODG scores for noisy signal and reconstructed signals in the scenario with randomly positioned impulsive disturbances, corresponding to the MSE results in Table I. Right figure shows results for impulsive disturbances localized in time-domain blocks, with corresponding MSE results shown in Table II.

Figure 9. Error energy in the reconstruction of noisy non-sparse signal - calculated numerically (stars) and according to the presented theory (solid lines) for the randomly positioned disturbances. Errors are shown for various assumed sparsities $K$. First subplot shows the results for 10 music signals sampled at 16kHz, second subplot shows the errors for 10 speech signals sampled at 8kHz whereas the third one shows the errors for 10 different speech signals sampled at 16kHz.

Figure 10. Perceptual evaluation of speech signals using the PESQ metrics, shown for the scenario with randomly positioned disturbances. Signals corrupted with impulsive noise and signals reconstructed using median filters of length 3 and 5, low-pass filters with two cut-off frequencies, LSAR and LSAR+SIN techniques, LASSO-ISTA CS method and presented MP reconstruction are compared with original non-corrupted signals. The figure is related with the results presented in Table I.
Table II

<table>
<thead>
<tr>
<th></th>
<th>Music@16kHz</th>
<th>Speech@8kHz</th>
<th>Speech@16kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noisy</td>
<td>-11.33dB</td>
<td>-23.55dB</td>
<td>-24.53dB</td>
</tr>
<tr>
<td>Med3</td>
<td>-26.15dB</td>
<td>-42.70dB</td>
<td>-42.83dB</td>
</tr>
<tr>
<td>Med5</td>
<td>-25.96dB</td>
<td>-42.25dB</td>
<td>-42.68dB</td>
</tr>
<tr>
<td>LPF1</td>
<td>-25.72dB</td>
<td>-41.62dB</td>
<td>-42.21dB</td>
</tr>
<tr>
<td>LPF2</td>
<td>-25.77dB</td>
<td>-41.72dB</td>
<td>-42.31dB</td>
</tr>
<tr>
<td>FTR</td>
<td>-26.24dB</td>
<td>-42.92dB</td>
<td>-42.91dB</td>
</tr>
<tr>
<td>BDR</td>
<td>-26.66dB</td>
<td>-42.93dB</td>
<td>-42.95dB</td>
</tr>
<tr>
<td>LSAR</td>
<td>-32.52dB</td>
<td>-45.48dB</td>
<td>-46.58dB</td>
</tr>
<tr>
<td>LSAR+SIN</td>
<td>-34.17dB</td>
<td>-48.61dB</td>
<td>-50.20dB</td>
</tr>
<tr>
<td>LASSO</td>
<td>-37.64dB</td>
<td>-48.41dB</td>
<td>-49.65dB</td>
</tr>
<tr>
<td>MP</td>
<td>-37.80dB</td>
<td>-50.58dB</td>
<td>-53.17dB</td>
</tr>
</tbody>
</table>

1) **Theoretical MSE**: Numerically obtained MSE (24) highly matches the theoretical expression (25) in this case as well, as shown in Fig. 11. Results are shown for all signals in all three considered datasets, for the case when the average percent of corrupted samples is $p = 10\%$. Solid lines represent the theoretical error curves, whereas the numerical results are presented using asterisks. The accuracy of the proposed theoretical MSE is expected as long as the conditions for a full CS-based reconstruction are met, even in the cases when the corruption (unavailability) occurs in blocks of successive samples.

2) **Comparison with respect to the MSE**: The reconstruction results using the presented CS method are compared with the results obtained using the median filters, the low-pass Butterworth filters (with the same parameters as described in Section VII-A2 for the first experimental setup), the LSAR and the LSAR+SIN audio restoration algorithms, and the LASSO-ISTA, with respect to the MSE. The results are presented in Table II, for the case when the average percent of corrupted samples is $p = 50\%$. Additionally, in this scenario the reconstruction MSE is given for a recent method for impulsive noise/clicks detection and removal (AR-based reconstruction) presented in [37], [38]. The detection and the AR-model based reconstruction are done using authors’ algorithms, codes and parameters (semi-causal with decision-feedback scheme) [38]. The row denoted by FTR contains the results for the forward-time approach and the row indicated by BDR shows the results with a bidirectional signal processing, originally introduced in [37]. These algorithms are highly adapted for the clicks removal application. For these algorithms the corrupted samples detection was performed using embedded detection procedures. A large number of corrupted samples in this example significantly reduced algorithms’ reconstruction efficiency. As in the previous experiment, the considered CS reconstruction techniques, the LSAR, and the LSAR+SIN produced, in average, better results than the other considered methods.

The average MSE improvement with median filters was approximately 17.5dB. It is similar for both filter lengths. The low-pass filtering produced an average improvement of 16.7dB, similar for both considered filters as well. Improvement in the FTR and BDR algorithms was significantly lower for the considered experiment with 50\% missing samples than in the case when this percent is lower (e.g. when $p = 10\%$ or 15\%). The improvement was on average 17.6dB. The $\ell_1$-norm minimization based CS reconstruction (LASSO-ISTA) produced in this experiment better average results, with 25.43dB of MSE improvement, as compared to the LSAR and the LSAR-SIN, producing improvements of 21.72dB and 24.52dB, respectively. The LASSO-ISTA outperformed, on average, the LSAR-SIN due to a significant MSE improvement in the Music @ 16kHz dataset case. The presented CS method produced 1.95dB better result, on average, than the LASSO-ISTA reconstruction. The largest difference in the results occurs for the Speech @ 16kHz dataset.

3) **Comparison with respect to the objective perceptual quality measures**: For perceptual quality evaluation, the PEMO-Q and PESQ metrics are again used as objective measures. The results for the Music @ 16kHz dataset are shown in Fig. 8 (second subplot). The perceptual evaluation results for the Speech @ 8kHz and Speech @ 16kHz are presented in Fig. 12.

From the PEMO-Q scores in Fig. 8 (second subplot) we may conclude that the presented CS reconstruction, having the average score of -2.12 outperforms the LASSO-ISTA (-2.48), the LSAR+SIN (-2.95), and the LSAR (-3.13). However, for some signals the LASSO-ISTA outperformed the presented CS method. In accordance with the MSE results from Table II, the LASSO-ISTA outperformed the LSAR and the LSAR+SIN in this experiment.

The PESQ scores, shown in Fig. 12, match the results presented in Table II. For Speech @ 8kHz dataset, the average PESQ score for the presented CS reconstruction is 2.44, outperforming the LSAR+SIN (2.15), the LASSO-ISTA (1.96) and the LSAR (1.83). For Speech @ 16kHz dataset the average scores are: the presented CS reconstruction (2.93), the LSAR+SIN (2.53), the LASSO-ISTA (2.13), and the LSAR (1.68). As indicated in the previous scenario, the perceptual quality improvement is larger for the dataset Speech @ 16kHz.

VIII. CONCLUSION

As one of the most significant signal transforms, incorporated in many compression algorithms, DCT is analyzed here within the framework of a reduced set of observations. As it exhibits many specific properties, the analysis of the DCT is different from the corresponding Fourier analysis. The properties of partial DCT matrix acting as measurement matrix in the considered framework, place it in the middle position between the commonly analyzed partial DFT and Gaussian based measurement matrices. Based on the analysis of the DCT coefficients corresponding to the under-sampled signal, the coherence-based reconstruction condition is derived, with less conservative theoretical bounds guaranteeing successful reconstruction. Additive noise influence on the reconstruction of signals sparse in this particular domain is also analyzed.
Assuming that a nonsparse noisy signal is reconstructed under the sparsity assumption, an explicit analytic expression of the reconstruction error is provided in this paper. A reconstruction algorithm inspired by the presented analysis is proposed. Numerical examples on audio signals confirm the accuracy of the presented theory and efficiency of the reconstruction algorithm as compared to other base-line algorithms for the signal case. K

The case for \( k = k_1 \): For analysis simplicity let us first consider \( k = k_1 \) and analyze the corresponding DCT coefficient \( X_C^0(k_1) \). It is a random variable. According to (27), and due to the fact that all values \( z(k_1, k_1, n_i) \) are equally distributed with expected values \( 1/N \), it can be easily concluded that the mean value of \( X_C^0(k_1) \) equals:

\[
\mu_{X_C^0(k_1)} = E \{ X_C^0(k_1) \} = E \{ z(k_1, k_1, n_1) + \ldots + z(k_1, k_1, n_M) \} = \frac{M}{N}. \tag{28}
\]

For \( A_1 \neq 1 \) the mean value (28) is multiplied by \( A_1 \). Next, we derive the variance of this random variable. It is given by

\[
\sigma^2_{X_C^0(k_1)} = E \left\{ \sum_{i=1}^{M} z^2(k_1, k_1, n_i) + \sum_{i=1}^{M} \sum_{j=1, i \neq j}^{M} z(k_1, k_1, n_i) z(k_1, k_1, n_j) \right\} - \mu_{X_C^0(k_1)}^2. \tag{29}
\]

Starting from (27) for \( k = k_1 \), by multiplying the left and the right side with \( z(k_1, k_1, n) \), and taking the expectation of both sides we get:

\[
E \left\{ z(k_1, k_1, 0) z(n, k_1, k_1) + \ldots + z(k_1, k_1, N-1) z(k_1, k_1, n) \right\} = E \{ z(k_1, k_1, n) \} = \frac{1}{N}. \tag{30}
\]
Values $z(k_1, k_2, n)$ are equally distributed. Therefore, expectations $E\{z(k_1, k_2, m)z(k_1, k_2, q)\}$ for $m \neq q$, $m, q \in \mathbb{N}$ are the same and equal to a constant $B$. We may write:

$$(N - 1) B + E \{z^2(k_1, k_2, m)\} = \frac{1}{N}$$ (31)

Variance (29) can be now expressed as follows:

$$\sigma^2_X(k) = ME \{z^2(k_1, k_2, m)\} + M(M - 1) B - \frac{M^2}{2N}$$ (32)

with $m \in M \subseteq \mathbb{N}$. The expectation appearing in the first term of (32) equals $E\{z^2(k_1, k_2, m)\} = \frac{a^2_{k_1}}{4} + \frac{a^2_{k_2}}{4}$ for $k_1 \neq 0$. For $k_1 = 0$ it is equal to $a^2_{k_2}$. Incorporating this result into (32) with $B$ expressed from (31), then multiplying the variance expression with $A^2_k$ and replacing the values of $a_{k}$, we get the result as in Theorem 1:

$$\sigma^2_X(k) = \frac{M(N - M)}{N^2(N - 1)} \left[ 1 - \frac{1}{2}(1 + \delta(k_1)) \right] A^2_k.$$ (33)

The case $k \neq k_1$: The DCT at non-signal (noisy) positions, $X^0_0(k)$, $k \neq k_1$ is a random variable with statistical properties different from the previously analyzed case. Namely, due to (27) and the fact that all values $z(k_1, k_2, n)$ are equally distributed, it can be concluded that its mean-value is equal to zero, i.e.:

$$\mu_{X^0_0(k)} = E \{X^0_0(k)\} = 0, \quad k \neq k_1.$$ (34)

For the zero-mean random variable, the variance reads:

$$\sigma^2_{X^0_0(k)} = E \left\{ \sum_{i=1}^{M} z^2(k_1, k_2, n_i) \right\} + \sum_{i=1}^{M} \sum_{j=1}^{M} z(k_1, k_2, n_i)z(k_1, k_2, n_j), \quad k \neq k_1.$$ (35)

Now, starting from (27), multiplying the left and right side by $z(k_1, k_2, n)$, and taking the expectation of both sides we get similar result as (30) with right side equal to zero. As in the previous case, we may assume that the values of $z(k_1, k_2, n)$ are equally distributed, and that the expectations $E\{z(k_1, k_2, m)z(k_1, k_2, q)\}$ for $m \neq q$, $m, q = 0, 1, ..., N - 1$ are the same, and equal to a constant $D$ leading to

$$(N - 1) D + E \{z^2(k_1, k_2, m)\} = 0$$ (36)

Since $k \neq k_1$, then the unknown term $E\{z^2(k_1, k_2, m)\}$, assuming that $k \neq N - k_1$, can be expressed as

$$E\{z^2(k_1, k_2, m)\} = E\{z(k_1, k_2, m)\} E\{z(k_1, k_2, m)\} = \frac{1}{N^2},$$

$m = 0, ..., N - 1$. According to (27), all values of $z(k_1, k_2, m)$ i.e. $z(k_1, k_2, m)$ are equally distributed. It can be easily shown that $E\{z(k_1, k_2, m)\} = E\{z(k_1, k_2, m)\} = 1/N$. For $k = N - k_1$ unknown expectation becomes previously calculated

$$E\{z^2(k_1, N - k_1, m)\} = E\{z^2(k_1, k_2, m)\} = \frac{a^2_{k_1}}{4} + \frac{a^2_{k_2}}{4N},$$

$m = 0, ..., N - 1$, for $k_1 \neq 0$ and

$$E\{z^2(k_1, N - k_1, m)\} = a^2_{k_1},$$

for $k_1 = 0$. It can be concluded that for the coefficient at the position $k = N - k_1$, the variance expression (33) holds.

Starting from (35), that is $\sigma^2_X(k) = ME \{z^2(k_1, n_i)\} + M(M - 1) D, k \neq k_1$ and following the previous conclusions and incorporating the non-zero amplitude $A_1 \neq 1$ we get

$$\sigma^2_X(k) = \frac{M(N - M)}{N^2(N - 1)} A^2_k \left[ 1 - \frac{1}{2}(1 + \delta(k - (N - k_1))) \right].$$ (37)

where $k \neq k_1$, leading to the result of Theorem 1.

**Gaussian distribution:** Consider the distribution of $X^0_0(k) = \sum_{i=1}^{M} z(k_1, k_2, n_i)$ for large $M$ and $k \neq k_1$. The probability density function of a normalized zero-mean random variable $c = X^0_0(k)/\sigma_{X^0_0(k)}$, according to the Edgeworth expression [70], is

$$f(c) = \phi(c) + \frac{1}{4!(N - M)} \left[ \kappa_4 \phi^{(4)}(c) + \kappa_3 \phi^{(3)}(c) + \kappa_2 \phi^{(2)}(c) \right] + O(1/N^2)(c).$$

The first term is the Gaussian distribution $\phi(c) = e^{-c^2/2}/\sqrt{2\pi}$, while the remaining terms are the deviations from this distribution. The variance, third, and fourth order moments of $z(k_1, k_2, n_i)$ are denoted by $\sigma^2$, $\kappa_3$, and $\kappa_4$, respectively. In our case, for a large $M$, we have $\sigma^2 \rightarrow 1/N^2$, $\kappa_3 \rightarrow 0$, and $\kappa_4 \rightarrow 9/(4N^4)$. Therefore $\kappa_4/(4!(N - M)^4) \rightarrow 3/(32M)$ and $f(c) \rightarrow \phi(c)$.

**Multicomponent signals:** The analysis provided for mono-component signals is extended to the case of multicomponent signals next. The analyzed random variable (26) is now:

$$X^0_0(k) = \sum_{i=1}^{M} \sum_{l=1}^{K} a^2_l A_k \cos \left( \frac{\pi(2n_i + 1)}{2N} k \right) \times \cos \left( \frac{\pi(2n_j + 1)}{2N} k \right).$$ (38)

According to the previously presented results, for the case of multi-component signals the DCT coefficients at the $l$-th signal position $X^0_0(k)$, $k = k_l$ behave as random Gaussian variables with non-zero mean values equal to $\mu_{X^0_0(k)} = A^2_l \kappa$, $l = 1, 2, ..., K$ whereas the DCT coefficients at non-signal positions, $X^0_0(k) \neq k_l$ also behave as Gaussian variables, with mean-values equal to zero, since the noise caused by missing samples is zero-mean. These conclusions follow from the classical central limit theorem [71], and from the fact that the summation of Gaussian variables produces a new Gaussian variable. The DCT coefficients mean-value for a multicomponent signal can be written as:

$$\mu_{X^0_0(k)} = \frac{M}{N} \sum_{l=1}^{K} A_l \delta(k - k_l).$$

The variance of the DCT coefficients $X^0_0(k)$ at nonsignal positions $k \neq k_l$ equals:

$$\sigma^2_{X^0_0(k)} = \frac{M(N - M)}{N^2(N - 1)} \sum_{l=1}^{K} A^2_l \left[ 1 - \frac{1}{2}(1 + \delta(k - (N - k_1))) \right].$$ (39)

This expression is easily obtained, as at the positions $k \neq k_l$ the missing samples in every signal component contribute to the noise, and the noises from each component...
are Gaussian, uncorrelated and zero-mean, with variances 
\( A_l^2 \frac{M(N-M)}{N^2(N-1)} \left[ 1 - \frac{1}{2} \delta(k-(N-k_l)) \right], \ l = 1, ..., K, \) for the noise that originates from the \( l \)-th signal component. Note that the result (39) holds in the sense of an average variance of the DCT coefficients at nonsignal positions, as the statistical independence of the random variables is assumed. However, strictly speaking, components of signal multiplied with basis functions may cause a coupling effect if they are placed at positions satisfying certain conditions. For example, in a two-component sparse signal with DCT coefficients at positions \( k_1 \) and \( k_2 \) if the condition \( k_1 + k_2 = 2k \) is satisfied, the coupling effect causes the increase of variances at positions \( k_{c1} = (k_1 + k_2)/2 \) and \( k_{c2} = (k_2 - k_1)/2 \). However, at positions \( N-k_{c1} \) and \( N-k_{c2} \) the variance is decreased for the same values. Consequently, the average variance of DCT coefficients at nonsignal positions \( k \neq k_l \) remains the same and equal to (39).

According to the presented analysis for the mono-component signal case, the \( K \)-th signal component at the position \( k = k_p, \ p \in \{1,2, ..., K\} \) has variance 
\( A_p^2 \frac{M(N-M)}{N^2(N-1)} \left[ 1 - \frac{1}{2} (1 + \delta(k_p)) \right] \) and mean value \( \mu X_{C}^k(k_p) = A_p^2 M/N. \) Additionally, at the position \( k = k_p \) the noise caused by missing samples in the remaining \( K-1 \) components is also present. This means that the sum of random variables originating from other signal components at positions \( k_l, l = 1, ..., K \), \( l \neq p \) is added at the position \( k_p \). These \( K-1 \) random variables are Gaussian, zero mean, mutually uncorrelated, with variances 
\( A_l^2 \frac{M(N-M)}{N^2(N-1)} \left[ 1 - \frac{1}{2} \delta(k-(N-k_l)) \right] \) and \( l \neq p, \) with \( l = 1, ..., K, \ p = 1, ..., K. \) The resulting random variable is also Gaussian, with the mean-value \( \mu X_{C}^k(k_p) = A_p^2 M/N \) and the variance equal to:

\[
\sigma^2_{X_{C}^k(k_p)} = \frac{M(N-M)}{N^2(N-1)} \left\{ A_p^2 \left[ 1 - \frac{1}{2} (1 + \delta(k_p)) \right] \right\} \sum_{l=1}^{K} A_l^2 \left[ 1 - \frac{1}{2} \delta(k-(N-k_l)) \right]. \tag{40}
\]

Unification of the results given by (39) and (40) leads to Theorem 1 statement for the variance.

**APPENDIX B**

**RECONSTRUCTION ALGORITHM**

Inputs to the algorithms are: the available signal samples vector \( y \) and the measurement matrix \( A_{MN} \). The output is the reconstructed signal \( x \). The full inverse transformation matrix \( (C_N)^{-1} \) is used.
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