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Abstract—A method for reconstruction of images corrupted
by mixed, salt-and-pepper and Gaussian, noise is proposed. The
adaptive average BM3D filter is a combination of two algorithms
for the reconstruction of images corrupted with mixed noise.
The two-stage adaptive average filter showed good results in
the denoising of images corrupted by a salt-and-pepper noise,
whereas the BM3D algorithm showed good results in denoising
images corrupted by a Gaussian noise. The algorithm was
compared to a state-of-the-art algorithm.
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I. INTRODUCTION

In denoising of images, the main goal is to find a com-
promise between the complexity and the precision of the
algorithm, for a successful reconstruction of corrupted pixels.
The noise in images can be caused by various reasons, like
having dead pixels in the images, obtained during transmission
or some hardware problems of image sensors. It also can
happen that some pixels are not available in the procedure of
sampling. Denoising of images is still a hot topic with numer-
ous denoising algorithms available, some of them described in

[1]-[11].

The basic denoising techniques are the mean and the median
filtering of images. They are based on windowing an image
in smaller blocks and replacing the corrupted pixel with a
mean/median value of the windowed block. The advantage
of these methods is that they represent very simple techniques
of image filtering. However, these methods are not robust for
highly corrupted images.

In this paper, we present two state-of-the-art methods for
denoising and their combination in order to successfully recon-
struct images corrupted by a combined noise. The considered
algorithms are the two-stage adaptive average filter from [7]
and the block-matching 3D (BM3D) algorithms from [8]. The
two-stage adaptive average filter is a modified mean filtering
technique for denoising images corrupted by a salt-and-pepper
noise. The BM3D is based on matching by using the col-
laborative filtering procedure and an inverse 3D transform of

the filtered coefficients. It has been efficiently used for the
reconstruction of images corrupted by a Gaussian noise.

The paper is organized as follows. In Section II, the problem
formulation is presented. In Section III, the two denoising
methods are briefly explained, along with the proposed combi-
nation. The comparison with the state-of-the art technique, also
based on the BM3D, with respect to the structural similarity
index and the peak-to-noise ratio, is analyzed in Section IV.
Conclusions are given in Section V.

II. PROBLEM FORMULATION

The original, non-noisy, image will be denoted by x(m, n),
m=0,1,.... M—1,n=0,1,..., N —1. A noisy image will
be defined as

y(m,n) = x(m,n) +n(m,n) €0
where 7(m,n) is a noise.

Here, we will focus on the two most common types of noise,
which are the salt-and-pepper and the Gaussian noise. The
density of salt-and-pepper noise depends on the percentage of
affected pixels in the image, while the Gaussian noise is spread
over the whole image and its intensity is usually described by
the noise variance.

An 8-bit image pixel will have values between
min{z(m,n)} = 0 (black pixels) and max{xz(m,n)} = 255
(white pixels). An image affected by salt-and-pepper noise is
then defined as

_ [ z(m,n)
y(m,n) = { 0 or 255,

for (m,n) € N,

for (m,n) € N, 2

where N, denotes the set of noncorrupted pixel positions and
N,, is the set of noise positions in the image. Note that N,
and N,, are complementary sets, meaning that N, UN,, = N
and N, NN,, = ), where N = {(0,0),...,(M —1,N — 1)}
is the complete set of pixel coordinates in the image.

An image affected by Gaussian noise is

y(m,n) = z(m,n) + n(m,n), 3)
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Fig. 1. Images used for analysis. Grayscale images (top row); Color images
(bottom row)
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Fig. 2. Images affected by 20% salt-and-pepper and zero-mean Gaussian
noise with o = 20. Grayscale images (top row); Colour images (bottom row)

where n(m,n) ~ N(p,0?), with mean p and variance o2

being a squared value of the standard deviation o.

The test images are presented in Fig. 1. Four of them are
grayscale images and the remaining four are color images.
Images affected by 20% of the salt-and-pepper noise and a
zero-mean Gaussian noise with o = 20 are shown in Fig. 2.

III. RECONSTRUCTION ALGORITHM

The two-stage adaptive average filter is used for filtering
pixels affected by the salt-and-pepper noise. The BM3D
showed good results in reconstruction of image corrupted by
a Gaussian noise. The idea is first to ‘clean’ the image from
the salt-and-pepper noise and after that to reconstruct the
image from Gaussian noise. The two-stage algorithm can be
described as

1. zp(m,n) = 2SAA {y(m,n)}
2. &(m,n) = BM3D{z,(m,n)},

where 2SAA{.} presents the averaging filter. These two algo-
rithms will be presented in the next two subsections.

A. Two-stage adaptive average filter

The two-stage adaptive average filter is a state-of-the-art
mean filter for image denoising using adaptive averaging
filters. It has been proposed in [7].

The algorithm is divided into two stages: the first one is in
detecting the noisy pixels, and the second one is in filtering the
images. Let us consider an image y(m,n) which is corrupted
by a salt-and-pepper noise. The noisy pixels are then of the
values 0 or 255. When we detect the positions of the noisy
pixels, a new matrix is made of the size as the original
image, i.e. M x N. The positions of the noisy pixels are zero-
valued. For the consistency, the number of noisy pixels will
be declared as NN,,.

The level of noise is simply calculated as D = N,, /(M x
N). The window size B which will be used depends on the
noise level. It is calculated as

2.2
B:2{ —1—DJ+1 @

where |.] is the floor value. A matrix with local sums of each
B x B of the non-noisy pixels, by summing them up using the
convolution, is added. In each window, we find the non-noisy
pixels and calculate their local averages. The noisy pixels are
then the values of the rounded local averages.

B. Block-matching and 3D filtering (BM3D) algorithm

The BM3D algorithm has been introduced in [8]. The algo-
rithm is based on two main steps: grouping and collaborative
filtering.

The grouping step is done by using the d-dimensional blocks
of image with a similar content. The blocks are grouped into
d+1-dimensional arrays. For an image, as a 2D signal, we will
group the blocks which are similar to a 3D array. Note that
the sizes of blocks in a group are fixed. We take a reference
block Yx and search for blocks with similar contents. This is
the block-matching (BM) part of the algorithm.

When similar blocks are found and grouped, they are filtered
using a collaborative filtering procedure. The collaborative
filtering means that each part collaborates for the filtering of all
others, and vice versa. The collaborative filtering techniques,
such as hard-thresholding or Wiener filtering, can be used. In
this method, the filtering by shrinkage in the transform domain
is used. After the filtering is done, the blocks are brought back
to the 2D signal forms, at their original positions.

For the application to the color images, the images are
converted to the YCbCr color space. Only the Y component is
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Recnostructed using two-stage adaptive average filter with BM3D

Fig. 3. Images reconstructed with the proposed combined algorithm.
Grayscale images (top row); Colour images (bottom row)

Reconstructed grayscale images using Kuw-BM3D algorithm
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Fig. 4. Images reconstructed using the combination Kuwahara-BM3D algo-
rithms. Grayscale images (top row); Colour images (bottom row)

used for the block-matching. It is assumed (and experimentally
checked in [8], [11]) that it is highly probable that similar
blocks in Y component will be similar in other Cb and Cr
components. Filtering is then applied on all three components.

IV. COMPARISON

The comparison is done between the proposed algorithm
(abbreviated “2SAA” in this section) and the Kuwahara-BM3D
algorithm (abbreviated “Kuw” ) presented in [10], since they
are both based on the BM3D filtering procedure and can be
used for mixed noise. We consider the noisy images presented
in Fig. 2. Their reconstructions by the proposed method
are presented in Fig. 3. The images reconstructed using the
Kuwahara-BM3D algorithm is presented in Fig. 4.

For the comparison, we use the structural similarity (SSIM)
index and the peak-to-noise ratio (PSNR). We will denote the
original image as X,, and the denoised image as x,.

The SSIM index is introduced in [12] and it is defined as

(2%, pix, + c1)(20%,x, + C2)
(%, 1%, T e)(0%, + 0%, +c2)’

where fix_ fix, are the mean values of the images, ox x, is the
covariance, 0,2(0 and O’ir are the variances, and c¢; and cy are

stabilization constants. The SSIM value close to 1 represents
very similar images and 0 is for not similar.

SSIM(x,,%;) = 5)

The PSNR for an 8-bit image is calculated as

2552

PSNR(XO,XT) = 1010g10 (m), (6)

where 255 is maximal pixel value and MSE(x,,x,) =
mean(|x, — x,|°) is the mean square error of the image.

The comparison of considered algorithms using seven dif-
ferent grayscale images with fixed noise parameters (20% of
the salt-and-pepper noise and a Gaussian noise with standard
deviation ¢ = 20) is shown in Tables I and II. Table I shows
the SSIM values and Table II shows the PSNR values for these
images. The numbers present these images in the following
order: 1-Lena, 2-Boat, 3-Butterfly, 4—Pout, 5—-Cameraman,
6-Lifting body, 7-Pirate. All images are from the standard
MATLAB database. The bold values present the algorithm
with better performance.

TABLE I
SSIM COMPARISON FOR OF DIFFERENT IMAGES WHEN 20%
SALT-AND-PEPPER NOISE AND GAUSSIAN WITH o = 20

Image | 1 2 3 4 5 6 7
Kuw 076 0.75 0.76 0.75 0.65 0.74 0.67
2SAA | 092 091 092 0.88 0.82 091 0.80

TABLE II
PSNR COMPARISON FOR OF DIFFERENT IMAGES WHEN 20%
SALT-AND-PEPPER NOISE AND GAUSSIAN WITH o = 20

Image | 1 2 3 4 5 6 7
Kuw 26.6 25.1 254 289 224 283 234
2SAA | 321 305 30.0 347 273 34.0 265

The SSIM comparison between the two algorithms with
various noise levels is shown in Table III and the PSNR
comparison is presented in Table IV. Note that the percentage
represents the percentage of salt-and-pepper noise in the image
and o is the standard variation used for Gaussian noise.

Also note that in Tables IIl and IV the value of the
standard deviation o is known to the BM3D algorithm, and
it reconstructs the images accordingly. In Tables V and VI,
the standard deviation of noise o is unknown to the BM3D
algorithm. Therefore, it uses a predefined value for o (for each
reconstruction). In our calculation, the value is o = 25.

Few remarks about the performances of the two methods:
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TABLE III
SSIM VALUES FOR GRAYSCALE IMAGE “LENA” FOR DIFFERENT NOISE
LEVELS (BM3D ASSUMES KNOWN STANDARD DEVIATION)

o=10 20 30 40

% Kuw 2SAA Kuw 2SAA Kuw 2SAA Kuw 2SAA

5 0.92 0.97 0.89 0.94 0.86 0.90 0.81 0.86
10 0.89 0.97 0.87 0.93 0.84 0.89 0.80 0.86
15 0.83 0.96 0.84 0.93 0.81 0.89 0.76 0.85
20 0.74 0.96 0.76 0.92 0.76 0.88 0.73 0.84
30 054 0.96 0.61 0.91 0.60 0.87 0.59 0.81
40 041 0.95 0.47 0.89 0.48 0.84 0.48 0.77

TABLE IV
PSNR VALUES FOR GRAYSCALE IMAGE “LENA” FOR DIFFERENT NOISE
LEVELS (BM3D ASSUMES KNOWN STANDARD DEVIATION)

o=10 20 30 40

% Kuw 2SAA Kuw 2SAA Kuw 2SAA Kuw 2SAA

5 29.4 35.6 29.4 32.8 28.6 30.7 27.7 28.3
10 282 354 28.6 32.5 28.0 30.5 27.3 28.3
15 268 35.1 27.6 324 273 30.2 26.3 28.1
20 252 34.7 26.6 32.1 26.3 30.0 259 27.8
30 218 34.1 235 31.6 23.8 29.6 234 274
40 193 33.0 20.9 30.9 21.6 29.0 21.6 26.9

1. The two-stage adaptive average filter denoises only the
salt-and-pepper pixels, while the adaptive Kuwahara method
filters some of the Gaussian noise as well. This is the reason
why, with a fixed and predefined value of o in the BM3D,
the Kuwahara-BM3D method performs better. The noise after
Kuwahara filtering is not the same as at the beginning of the
filtering procedure. Since the two-stage adaptive average filter
denoises impulses only, better results are obtained when the
level of Gaussian noise is known in the BM3D algorithm.

2. In both cases of noise, the two-stage adaptive average
filter, combined with the BM3D, produces better results in
most of the analyzed images.

3. The Kuwahara-BM3D produces better results in the case
when the image is corrupted with a high Gaussian noise and
a low percentage of salt-and-pepper noise (for example, o0 =
40 and 5% up to 20% of salt-and-pepper noise), and when a
predefined standard deviation is used. The reason is explained
in Remark 1.

V. CONCLUSIONS

A method for combining two algorithms for denoising
images corrupted with a mixed, salt-and-pepper and Gaussian,
noise is proposed. The method is a combination of an aver-
aging filter with the BM3D algorithm. It is shown that this
combination gives good results in denoising of noisy images.

TABLE V
SSIM VALUES FOR GRAYSCALE IMAGE “LENA” FOR DIFFERENT NOISE
LEVELS (BM3D ASSUMES STANDARD DEVIATION OF o = 25)

o =10 20 30 40

% Kuw 2SAA Kuw 2SAA  Kuw 2SAA Kuw 2SAA

5 0.91 0.95 0.89 0.93 0.85 0.89 0.79 0.71
10 0.90 0.95 0.87 0.93 0.83 0.88 0.76 0.71
15 0.87 0.95 0.84 0.93 0.80 0.87 0.71 0.71
20 083 0.95 0.81 0.93 0.74 0.86 0.67 0.70
30 0.69 0.94 0.64 0.92 0.58 0.84 0.54 0.67
40 051 0.94 0.49 0.91 0.46 0.80 0.46 0.64

TABLE VI
PSNR VALUES FOR GRAYSCALE IMAGE “LENA” FOR DIFFERENT NOISE
LEVELS (BM3D ASSUMES STANDARD DEVIATION OF o = 25)

o =10 20 30 40

% Kuw 2SAA Kuw 2SAA Kuw 2SAA Kuw 2SAA

5 30.0 334 29.4 324 28.6 30.2 274 24.5
10 293 333 28.7 32.3 27.9 30.2 26.7 249
1S 283 331 27.7 32.1 27.1 30.0 25.9 252
20 271 32.8 26.9 31.9 26.0 29.8 25.1 25.3
30 245 32.5 242 314 23.4 29.1 224 254
40 220 321 21.6 31.0 21.0 28.4 204 24.9
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